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The Centre of Excellence for the Defence Against Terrorism (COE-DAT) provides decisionmakers with a comprehensive understanding of terrorism and counterterrorism in order to transform the North Atlantic Treaty Organization (NATO) and nations of interest to meet future security challenges. This transformation is embedded in NATO’s three declared core tasks of collective defense, crisis management, and cooperative security. COE-DAT recognizes that counterterrorism is an extremely broad security challenge. COE-DAT also recognizes that military forces alone will not be able to defeat terrorism, nor should military forces be the lead agency in the fight against terrorism. Terrorism evolves from local grievances and as such requires a whole-of-government and whole-of-society approach that includes strategic cooperation and the collective action of nations, civil society, and the international community.

As a strategic-level think tank for the development of Alliance activities to defend against terrorism and sitting outside the formal NATO Command Structure, COE-DAT supports NATO’s Long-Term Military Transformation by anticipating and preparing for the ambiguous, complex, and rapidly changing future security environment. COE-DAT is able to interact with universities, think tanks, researchers, international organizations, and global partners to provide critical thought on the inherently sensitive topic of counterterrorism.

This project traces back to the middle of 2019 as part of the after-action review process of COE-DAT’s sixth iteration of our Critical Infrastructure Protection Against Terrorist Attacks (CIPATA) course. Recommendations on potential ways to transform the CIPATA course to better serve NATO and partner nations set in motion a series of events that ultimately led to the development of this book. One of the most important events was the adoption of a formal partnership between the US Army War College Strategic Studies Institute (USAWC SSI) and NATO COE-DAT.

USAWC SSI is the US Army’s premier strategic-level think tank, tasked to deliver independent, multidisciplinary research and analysis on international security, geostrategy, and other topics for the US Department of Defense and the broader national security and interagency communities. This partnership enables our two organizations to cooperate rapidly and collaborate to provide
research, analysis, and educational support on security issues in support of NATO, its Allies, and partner nations.

We recognized the emerging challenges of the twenty-first-century’s security environment are influencing the way nations need to build their concept of critical infrastructure protection. Indeed, the protection of national critical infrastructures has shifted to a risk analysis–based approach focused on developing security and resilience, hence the focus on critical infrastructure security and resilience (CISR).

NATO Allies understand the continuous transformation of securing critical infrastructure because resilience is one of NATO’s seven key competencies. Although CISR is primarily an individual Ally’s responsibility, protecting key global critical infrastructure is a strategic-level issue and challenge. Considering that global critical infrastructure—such as global transportation, financial and telecommunication networks, and supply chains for energy or medical supplies—is an international security concern, NATO, along with the European Union and the United Nations, needs to be involved.

Although NATO and other nations are currently developing and/or implementing their own strategic and operational approaches to infrastructure protection, a comprehensive approach was needed on how to strengthen national and global critical infrastructure security and resilience. To answer this need, COE-DAT and USAWC SSI conducted a two-year research effort drawing upon the leading international subject matter experts on critical infrastructure protection from government, academe, and industry. The culmination of this research effort is this handbook, and though there are many books on CIP, there is no joint publication within NATO in terms of critical infrastructure.

The aim of this project, therefore, is to fill this gap by approaching the subject from a military point of view and collecting the best practices in CISR. The book first defines CISR and the many threats to it, presents critical infrastructure–sector case studies, and finally provides tools nations can use to strengthen CISR policies and practices.

Based on the success, energy, and interest garnered during the writing of this first book, a continuation volume two—again in collaboration with the USAWC SSI—began in late 2021. While this first volume sets the stage, the second volume will focus on Article 3, covering the capability and capacity for defense (military) and civil preparedness and resilience. The aim of the second volume is to relate CISR efforts to NATO’s seven
baseline requirements. The two volumes individually and collectively are intended to be resources for Allies and partners to develop and improve their respective CISR efforts, but they can also be used as a teaching resource.

COE-DAT, in cooperation with the USAWC SSI, offers this publication to the NATO community, partner nations, other nations of interest, and academia to promulgate “good practices” in the global fight against terrorism. The strategic relationship between the USAWC SSI and NATO COE-DAT led to this book becoming reality.

Daniel W. Stone
Colonel, US Air Force
Deputy Director, COE-DAT
January 2022
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Executive Summary

In 2014 NATO’s Center of Excellence—Defence Against Terrorism (COE-DAT) launched the inaugural course on “Critical Infrastructure Protection Against Terrorist Attacks (CIPTA).” As the CIPTA course garnered increased attendance and interest, the core lecturer team felt the need to update the course in critical infrastructure (CI), taking into account the shift from an emphasis on “protection” of CI assets to “security and resiliency.” What was lacking in the fields of academe, emergency management, and the industry practitioner community was a handbook that leveraged the collective subject matter expertise of the core lecturer team, a handbook that could serve to educate government leaders, state and private-sector owners and operators of critical infrastructure, academicians, and policymakers in NATO and partner countries. Enabling NATO’s Collective Defense: Critical Infrastructure Security and Resiliency is the culmination of such an effort, the first major collaborative research project under a Memorandum of Understanding between the US Army War College Strategic Studies Institute (SSI), and NATO COE-DAT.

The research project began in October 2020 with a series of four workshops hosted by SSI. The draft chapters for the book were completed in late January 2022. Little did the research team envision the Russian invasion of Ukraine in February this year. The Russian occupation of the Zaporizhzhya nuclear power plant, successive missile attacks against Ukraine’s electric generation and distribution facilities, rail transport, and cyberattacks against almost every sector of the country’s critical infrastructure have been on world display. Russian use of its gas supplies as a means of economic warfare against Europe—designed to undermine NATO unity and support for Ukraine—is another timely example of why adversaries, nation-states, and terrorists alike target critical infrastructure. Hence, the need for public-private sector partnerships to secure that infrastructure and build the resiliency to sustain it when attacked. Ukraine also highlights the need for NATO allies to understand where vulnerabilities exist in host-nation infrastructure that will undermine collective defense and give more urgency to redressing and mitigating those fissures.

The conceptual framework for this handbook addresses key aspects of which users need to have a baseline knowledge. What is critical infrastructure and why is it important for NATO and an individual nation’s security? Threats and attacks to CI may occur from many vectors, including kinetic attacks conducted largely by terrorists, to cyberattacks by terrorists, nation-states, and
their proxies, to hybrid threats. Among the many critical infrastructure sectors, there are designated lifelines, ones that are vital due to their importance to the well-being of society, the continuity of government operations, economic impacts, and the deleterious, cascading effects on other CI sectors. There has been a recent shift in the critical infrastructure community of practitioners from an emphasis on merely the “protection” of key vital infrastructure assets to building in “security and resilience” of that infrastructure. What then are the tools that nation-states and owners and operators of CI can employ to achieve these twin goals?

To provide an understanding of these important CI topics, SSI and COE-DAT brought together leading international experts. This multidisciplinary team consisted of industry practitioners, US and European policymakers, members from the intelligence community, research laboratory experts, and academicians. Enabling NATO’s Collective Defense: Critical Infrastructure Security and Resiliency consists of three major sections. The first section includes four chapters that focus on what we mean by “critical” infrastructure and why and how it has been targeted. There has been an evolution of physical attacks, mainly by terrorists, to sophisticated cyberattacks by adversaries and to more complex hybrid means. Chapter 1, “Understanding Critical Infrastructure,” by Ron Bearse, sets the stage for the book by answering the following questions: What is critical infrastructure? Why is it important? What is the difference between critical infrastructure protection (CIP) and critical infrastructure security and resilience (CISR)? What is involved in implementing CISR policy in and across the North Atlantic Treaty Organization nations? Bearse suggests that CISR is a quintessential societal task for maintaining national security, economic vitality, and public health and safety in a world filled with increasing levels of risk. For NATO member states, building and enhancing CISR at the national level is necessary to safeguard societies, people, and shared values and also provide the foundation for credible deterrence and collective defense.

Chapter 2, “Physical Threats to Critical Infrastructure,” by Malcolm Baker, Ronald Bearse, and Ray Mey, details kinetic threats to CI by terrorists with a useful case study regarding the 2013 attack by an al-Qaeda affiliate on the Amenas oil and gas facility in Algeria. They also examine natural and other physical threats to infrastructure, as well as future man-made threats that are of greatest concern to NATO, including chemical, biological, radiological, nuclear, explosive (CBRNE) devices, drones and unmanned aerial vehicles, precision strike weapons, and an electromagnetic pulse attack.
Chapter 3, “Cyber Threats to Critical Infrastructure,” by Salih Biçakci, examines how risks against critical infrastructure are on the rise in the cyber domain. He writes that while the COVID-19 pandemic has compelled businesses to adopt practices to accommodate a more remote workforce, it has also presented malevolent attackers an unprecedented opportunity to test cybersecurity systems and exploit vulnerabilities. The pandemic has demonstrated the need for the dependable and continuous operation of electricity, natural gas, oil, water and wastewater systems, and telecommunications. His chapter provides an overview of a critical infrastructure’s technical layers and systems and its potential organizational vulnerabilities to cyberattacks related to the human workforce and management. He highlights the various categories of threat actors (opportunistic attackers, competitors, insider threats, advanced persistent threats, and hacktivists) and concludes with an overview of recent primary attack types that threat actors employ to exploit vulnerabilities in critical infrastructure.

The fourth and last chapter in section one is “Hybrid Threats to US and NATO Critical Infrastructure” by Carol V. Evans. She provides an analysis of several major hybrid threat vectors to critical infrastructure with the potential to attack, undermine, or compromise US and NATO warfighting, force projection, and sustainment capabilities. The first threat vector is the deliberate cyber infiltration by adversaries of the energy infrastructure that supports US installations and bases. This infiltration enables adversaries to interfere with the US military’s ability to deploy and sustain forward combat forces and equipment. A second hybrid threat vector is adversarial targeting of US and NATO logistics, with the potential to degrade US overseas force projection as well as NATO mobility and sustainment within the theater. The third hybrid threat stems from China’s strategic penetration, ownership, and control of key defense industrial-base infrastructure and supply chains in Europe via its Belt and Road Initiative and foreign direct-investment activities. This vector provides an opportunity to undermine US and NATO interoperability and political unity. Dr. Evans’s chapter concludes by highlighting US and NATO measures to redress and mitigate these threats by investing in CISR through organizational capacity building, development of policy frameworks, and the implementation of host country baseline resilience requirements.

The second section centers on giving readers an appreciation of the critical “lifeline” infrastructure sectors, namely, energy and transport (including civil aviation and mass transit rail), water, and communications. Leading this section is Chapter 5, “European Energy and the Case of Ukraine,”
by Theresa Sabonis-Helf. Written prior to the Russian invasion of Ukraine in February 2022, Dr. Sabonis-Helf posits that potential electricity interruption in the West is becoming both increasingly catastrophic for urbanized areas and more attractive to threat actors seeking disruption. The avenues for disruption are becoming greater as energy systems become larger, “smarter,” and more internationally linked. The intertwined relationship between electricity security and cybersecurity calls for an understanding of CISR that recognizes both sets of vulnerabilities. Dr. Sabonis-Helf argues that the case of Ukraine is thus instructive. Ukraine’s experience of energy security and cybersecurity reveals significant risks and offers insight into NATO’s efforts to enhance civil preparedness and collective CISR among Allies and partners. It also illustrates the complexities that Ukraine and Europe are facing today and will face in the future.

Chapter 6, “Civil Aviation,” by David Harell, analyzes the aviation infrastructure sector and the threats it faces, including primary aircraft bombings and ground attacks on airports by terrorists. To understand the civil aviation sector, he writes, it is important to know why the aviation industry is so critical, what makes it so volatile, and why it is such an attractive target for terrorists. He provides several key reasons for the industry’s vulnerability: its rigidity, its predictability, and its difficulty in keeping up with evolving terrorist threats. Harell uses multiple case studies—which span the 20 years after the 9/11 attacks—to illustrate these vulnerabilities. He also examines the aviation security responses to these terrorist attacks and identifies important lessons to be learned. He concludes with recommendations and best practices that can assist in reducing the vulnerabilities across international civil aviation.

Chapter 7, “Mass Transit Railway Operations,” by Adrian Dwyer, explains the inherent vulnerability of open transport networks, such as railway operations, to terrorist action. He showcases those methods of attack that have often been used, drawing on case study data from Great Britain, continental Europe, the United States, Japan, and India. From the perspective of NATO, the targeting of rail networks across its member states can disrupt military logistics, the civilian supply chain, and economic prosperity more generally. Dwyer maintains that strategic risk assessment is an important means to manage diverse terrorist threats and inherent vulnerabilities of mass rail transit.

Chapter 8, “Water Sector Resilience and the Metropolitan Washington Case,” by Steve Bieber, provides an eye-opening analysis of how fragile the supply of this vital resource can be and how other sectors of critical infrastructure are highly dependent on water. Bieber identifies the risks
and threats to the water sector; outlines key steps in resilience planning; illustrates challenges and solutions to security and resilience initiatives using a case study from Washington, DC; and offers recommendations for developing water-sector security and resilience. He explains that the security and resilience of the water sector is a key enabler of a nation’s civil preparedness, with military implications as well. Terrorist threats to water delivery or contamination of water sources can impact a nation’s ability to move and sustain its military forces and project military power when required. From the perspective of the North Atlantic Treaty Organization, threats to the water sector in one member state could have ripple effects that limit or diminish NATO’s military mobility and force projection in support of its essential core tasks.

Chris Anderson’s Chapter 9, “Communications Resilience,” completes the handbook’s second section on the lifeline CI sectors. Communications form the critical backbone of the modern world, and resilient and trustworthy communications are fundamental to national security and emergency preparedness. Communications play many critical roles for NATO, he writes, including command and control, military operations, distribution of intelligence and warning signals, crisis management and coordination, and citizen preparedness. Anderson provides an in-depth overview of the communications sector and explains the ways in which the integrity, availability, or confidentiality of communications systems may be degraded or compromised. He shows the risks to the communications sector using recent natural, man-made, cyber, and kinetic incidents that have impacted communications systems and related infrastructure. He provides important recommendations for improving communications resilience against terrorist attacks and other threats.

The third section of Enabling NATO’s Collective Defense: Critical Infrastructure Security and Resiliency provides readers and users of the handbook with the tools necessary to deter and mitigate attacks against critical infrastructure as well as the means to build long-term security and resiliency within host nation infrastructure, thereby enabling NATO’s collective defense. There are six chapters in this section. It begins with Chapter 10 by Ron Bearse and Alessandro Lazari, who employ their respective policy-making purviews to collaborate on “Comparing Policy Frameworks: CISR in the United States and the European Union.” The US and EU CISR policies and practices are the most advanced frameworks in the world, and many countries have emulated the US and EU models. Their chapter describes the key underpinnings and characteristics of each respective policy framework, the reasons why these frameworks came into being, and how they were adapted over time. The intent of this chapter is to help Allies and partners better
understand these two CISR policy frameworks so they can apply the key principles and tenets to enhance the CISR posture in their respective countries.

In Chapter 11, “Information and Intelligence Sharing,” Chris Anderson and Raymond Mey discuss the important role of information and intelligence sharing between governments and state- or private-sector owner/operators of critical infrastructure. These activities are essential to the success of any CISR effort across the North Atlantic Treaty Organization. They explain that key infrastructure stakeholders need to share information to understand comprehensive infrastructure risk so they can then determine the most efficient and effective means to mitigate these dangers. This process involves building trust, shared and practiced communications methods, and structured, multidimensional information sharing. Anderson and Mey provide some best practices of public-private information-sharing programs from the United States. These practices include the Department of Homeland Security Critical Infrastructure Partnership Advisory Council (DHS CIPAC), Protected Critical Infrastructure Information (PCII) program, Cyber Information Sharing and Collaboration Program, and the Federal Bureau of Investigation (FBI) Joint Terrorism Task Force (JTTF), the Domestic Security Alliance Council (DSAC), and InfraGard. One information-sharing program common in the United States and Europe is an Information Sharing and Analysis Center (ISAC), which is a critical infrastructure sector-specific organization to share information about threats and vulnerabilities.

Chapter 12, “Critical Infrastructure Interdependency Modeling and Analysis: Enhancing Resilience Management Strategies,” by Duane Verner, provides a tour-de-force overview of the need for NATO member states and partner nations to understand infrastructure interdependencies since they operate in concert with each other. Catastrophic events can cascade across these interconnected systems and hamper the ability of critical infrastructure operators to remain operational. Modeling and analysis of these interdependencies are key components to an effective risk-management strategy and to determining where resources are needed to build resiliency. Verner summarizes general approaches to model and assess critical infrastructure, and he proposes a flexible CISR framework to inform the development of resilience management strategies. NATO Allies and partners can use this framework to reduce the risks posed to critical infrastructure and to foster greater resilience through cross-sector collaboration.

How NATO can best manage and assess security risk in a constantly changing environment is the starting point for Geoffrey French’s Chapter 13,
“Security Risk Assessment and Management.” As he points out, organizations and communities need formal processes to determine, prioritize, and address risks. The promise of risk management is that with sufficient uniformity and consistency, government or private-sector leaders can make better decisions through the ability to aggregate risks at different levels. His chapter explores in depth the concepts of risk assessment and risk management and reviews a set of selected risk-management frameworks—from the International Organization for Standardization (ISO), NATO, US Government Accountability Office (GAO), and the US National Infrastructure Protection Plan (NIPP)—that have been designed or adapted for security risk management. French then demonstrates how a national-level governmental risk program can encourage and guide risk-management practices as well as coordinate the constellation of public- and private-sector organizations involved in critical infrastructure operations to foster a mutually supportive environment for CISR.

While Biçakci’s earlier chapter describes the various cyber threats to CI, Sungbaek Cho provides users of this handbook with some important cybersecurity tools to mitigate those very threats. In Chapter 14, “Enhancing Cybersecurity of Industrial Control Systems,” Cho offers a brief overview of the characteristics of industrial control systems (ICSs) and why they are subject to cyberattacks in terms of the vulnerability of the components as well as the prevalent practice in modern critical infrastructure to operate ICS in more open interconnections with business networks. He highlights these vulnerabilities with some major cyber event case studies, including: Stuxnet (2010), BlackEnergy (2011), Ukraine Blackout (2015), RWE’s Nuclear Power Plant in Germany (2016), TRITON (2017), and the Colonial Pipeline (2021). The chapter offers best practices and tools for critical infrastructure stakeholders, owners, and operators to protect their systems and enhance security and resilience against cyberattacks. Cho recommends the utilization of risk management methodologies, basic hygiene practices, and essential cybersecurity measures. Although NATO is taking steps to improve its collective ability to defend against and respond to cyberattacks against Allied critical infrastructure, individual member states form the first line of defense. Cho suggests national governments should establish mandatory cybersecurity requirements for critical infrastructure—ensuring owners and operators comply with these requirements—and provide security advice as needed. He also advocates for establishing an institutional cooperation mechanism (such as a public-private critical infrastructure security council and a joint cyber response team) so the CI stakeholders’ unique capabilities can be integrated at the national level.
Malcolm Baker provides the final chapter in the “tools to build CISR” section and fittingly it focuses on “Crisis Management and Response.” Crisis management is an essential component of the Alliance’s Strengthened Resilience Commitment announced in June 2021 as part of the NATO 2030 initiative. Baker, however, asks whether the Alliance’s current philosophy of crisis management is keeping up with mainstream developments in contemporary crisis management and thought leadership. Further, within the construct of CISR efforts, is NATO’s crisis management approach still fit for its purpose—or could it be improved? For NATO, understanding crisis management exclusively in terms of armed conflict and other hostilities may no longer be appropriate or optimal, he suggests (especially in light of the various physical, cyber, and hybrid threats outlined earlier in chapters 2–4). Baker recommends that effective CISR measures can be improved by developing and implementing robust crisis management structures and processes. The key elements of effective crisis management are early warning, an effective strategy, good communication, leadership, and swift decision making. Baker offers a proven crisis-management framework, based on the British Standards Institution, using a staged approach of anticipation and assessment, preparation, response, and recovery management. Finally, he reviews new developments in resilience and crisis management and offers suggestions for how NATO could better align its activities to support NATO 2030.
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Understanding Critical Infrastructure

Ronald Bearse

This chapter sets the stage for this book by answering the following questions: What is critical infrastructure? Why is it important? What is the difference between critical infrastructure protection (CIP) and critical infrastructure security and resilience (CISR)? What are some of the key terms defined in national CISR policy? What are the core areas of activity or work streams involved in implementing CISR policy in and across the North Atlantic Treaty Organization nations? The answers to these specific questions provide the contextual basis for understanding why CISR is a quintessential societal task for maintaining national security, economic vitality, and public health and safety in a world filled with increasing levels of risk. For NATO member states, building and enhancing CISR at the national level is necessary to safeguard societies, people, and shared values and also provide the foundation for credible deterrence and defense and the Alliance’s ability to fulfill its core tasks of collective defense, crisis management, and cooperative security.¹

What Is Critical Infrastructure?

Although there is no standard or universal definition of critical infrastructure, many Western nations have essentially defined the term as the physical and cyber systems and assets that are so vital to the country

that their incapacity or destruction would have a debilitating impact on the nation’s physical or economic security or public health and safety.\(^2\) Certain socioeconomic activities are vital to the day-to-day economic functioning and security of nations. While there is less consensus on which sectors qualify as critical infrastructure, most countries with an established national CIP or CISR policy identify some or all of the sectors listed in figure 1-1 as critical infrastructure.\(^3\) Most people know critical infrastructure on a daily basis as the power used in their homes, the water they drink, the transportation they rely on for freedom of movement, and the systems they use to communicate with family, friends, and coworkers.\(^4\)

![Figure 1-1. List of commonly identified critical infrastructure sectors](Diagram by TSAT)

To illustrate the relationships between critical infrastructure sectors, figure 1-2 uses blue and red boxes to identify and distinguish various sectors.\(^5\) The red boxes—transportation, water, energy, and communications—are known as lifeline sectors. Given their unique nature, there are four main characteristics that distinguish lifeline sectors from other sectors of critical infrastructure.\(^6\) First, lifeline sectors provide necessary services and goods

---

that support most homes, businesses, communities, and levels of government. Second, they deliver services that are commonplace in everyday life, but disruption of the service has the potential to develop life-threatening situations. Third, lifeline sectors involve complex physical and electronic networks that are interconnected within and across multiple sectors. Finally, a disruption of one lifeline sector has the potential to affect or disrupt other sectors, creating cascading or escalating failures. The blue boxes along the outer ring illustrate the other critical infrastructure sectors that typically depend on the lifeline sectors for continuous operations.

![Diagram illustrating relationships between critical infrastructure sectors](image)

The previous section described how most nations define critical infrastructure, but how does NATO define it? Within NATO, Allied Command Operations (ACO) uses several definitions to identify and understand the types of infrastructure available within a given area of responsibility. ACO defines critical infrastructure as “a nation’s infrastructure assets, facilities, systems, networks, and processes that support the military, economic, political and/or social life on which a nation and/or NATO depends.” ACO also describes three subcategories of critical infrastructure based on the respective level of impact to national services and/or NATO operations, as on the next page.

---

Critical national infrastructure: Assets, facilities, systems, and networks identified by the territorial host nation that are integral to the continued delivery and integrity of the essential services upon which the nation relies, the destruction or compromise of which would lead to severe military, economic, political, or social consequences to the nation.

Mission vital infrastructure: Assets, facilities, systems, and networks within the joint operations area which NATO/troop-contributing nation forces rely on for fielded capability, the destruction or disruption of which singularly creates a decisive disadvantage to the NATO mission.

Key infrastructure: Assets, facilities, systems, and networks within the joint operations area which host nation or NATO/troop-contributing nation forces rely on for fielded capability, the destruction or disruption of which, either singularly or collectively, creates a significant disadvantage to the host nation or NATO mission.

An important question NATO must consider is to what extent its overall mission readiness depends on the assured availability of critical infrastructure, most of which is owned by private-sector companies in its various member states. Today, and for some time now, the answer to this question is that NATO depends considerably on this assured availability of critical infrastructure. During large operations or exercises, for example, an estimated 90 percent of military transport relies on civilian ships, railways, and aircraft. See chapter 4 for a discussion on how US and NATO reliance on assured access to the global shipping infrastructure poses threats to Allied force projection and military mobility.

The chapter thus far has discussed how Western nations define critical infrastructure and why they do so. Simply, without the goods and services these critical infrastructure sectors provide, the consequences can be catastrophic for a nation’s public health and safety, environment, national security, and/or economy. Furthermore, since many such systems and networks operate across borders, any threat or attack against them could have national, regional, and even global implications. What are some of the other reasons why critical infrastructure is important?
Why Is Critical Infrastructure Important?

Today, citizens in many countries demand or expect critical infrastructure systems and the functions they fulfill to be available 24 hours a day. Adversaries, however, are penetrating and disrupting various parts of critical infrastructure with little or no repercussion. One such example occurred in May 2021 when a small group of hackers launched a ransomware attack on Colonial Pipeline, the largest pipeline network in the United States for delivery of refined petroleum products. See chapter 14 for more detail on the Colonial Pipeline case. Colonial shut down its main lines for five days, disrupting half the fuel supply for the eastern part of the country. Worried drivers drained supplies in gas stations in the southeastern states, airlines rerouted flights to airports with available fuel, traders had to deal with unexpected price volatility, and companies scrambled to locate new sources of fuel.9

The Colonial Pipeline attack reveals the importance of building resilience. Events like this one are extremely difficult, if not impossible, to predict, but much can be done to prepare for them. Organizations not only need to improve the security of their systems, but also their ability to respond to an incident and spring back quickly after a disruption. These capabilities can identify in advance the actions to take in response to a large disruptive event.10 Organizations must know what to do, develop the capabilities to do it, and then rehearse their crisis response actions—all in advance of an incident.11

Evidence also suggests that the cyberattack against Colonial Pipeline was not particularly sophisticated, yet it managed to paralyze a significant part of the fuel supply of the world’s largest economy. The Colonial Pipeline attack and many similar attacks before and since are made possible by the ongoing automation of traditional manufacturing and industrial practices, making these domains more vulnerable while not necessarily posing a direct threat to them. The fourth industrial revolution’s emphasis on modern smart technology is driving societies toward more intelligent and smarter operational networks in domains like energy, water, traffic management, air traffic control, and defense systems, to name a few.12

Advances in automated technology—such as sensors, the Internet of Things, and cybersecurity protections—can help those responsible for securing critical infrastructure understand potential threats, run diagnostics, predict potential changes in their systems, and strengthen the security and resilience of these critical infrastructure systems more efficiently. Together, these characteristics of the current threat environment represent one of the most serious national security concerns since the development of the atomic bomb, and they demonstrate why writing a handbook such as this one is necessary to enhance collective CISR posture.

Today, countries are trying to understand the threats they face—seen and unseen—and what they might be missing. Those responsible for CISR constantly engage in a process to figure out which threats should be at the top of the list, how others should be ranked, and, given that ranking, what resources they should allocate against those threats. What models and tools are useful to understand better the threats and consequences of attacks on critical infrastructure? Which practices or solutions should countries implement to prevent, deter, mitigate the consequences of, respond to, and recover from events that can disrupt or destroy critical infrastructure? What are the intelligence gaps, and how should stakeholders fill those gaps?13

The reality is that any number of factors can cause disruption or destruction to critical infrastructure, including poor design, operator error, natural causes (such as earthquakes, lightning strikes, space weather, and climate change), or intentional human actions like theft, arson, terrorism, or criminal attack. Other factors increasing the risk to critical infrastructure include:

- Poor infrastructure and lack of adequate security controls
- Increased use of information and telecommunication technologies to support, monitor, and control critical infrastructure functionalities
- Growth of the world’s population and its transition from rural to urban areas, which stresses the utilization of older infrastructure to its limits

Growing dependencies and interdependencies across critical infrastructure sectors (see chapter 12 for more in-depth analysis on these relationships)

Adversaries’ enhanced understanding that a successful attack on critical infrastructure systems can create havoc

Nations’ dependence on critical infrastructure that is partially or completely located outside their jurisdictional authority and over which they have little or no control

Several chapters in this book delve more deeply into the subjects of vulnerability, threat, and risk. See chapters 2–4 for an overview of threats and threat actors. Nevertheless, it is instructive at this point to share the poignant observation made by information security expert Ben Rothke, who asserted in 2013: “The biggest threat to critical infrastructure is the result of decades of insecurity; combined with an inadequate response to current known threats and vulnerabilities.”

Rothke’s observation continues to haunt governments and companies alike because it underscores the urgent need for all critical infrastructure stakeholders to foster the type of cooperation, coordination, collaboration, communication, and concentration required to harness the expertise necessary to strengthen collective CISR posture demonstrably.

What Is the Difference between CIP and CISR?

Humankind has been protecting critical infrastructure since the invention of the wheel; however, over the last 20 years, most national critical infrastructure policies and strategies in the West have evolved from focusing solely on protection of critical infrastructure to making it more secure and resilient. This shift is primarily due to the impossible task stakeholders face in trying to protect all critical infrastructure systems from the growing number of risk factors they face.

Under the CISR construct, the terms security and resilience certainly support the idea of protection, but they have specific meanings. Security means reducing the likelihood of successful attacks against critical infrastructure or the effects of natural or man-made disasters through the application of physical means or defensive cybersecurity measures. Resilience is the ability of critical infrastructure to resist, absorb, recover from, or successfully adapt...
to changing conditions. Resilient infrastructure is robust, agile, adaptable, and able to withstand and recover rapidly from disruptions, deliberate attacks, accidents, or naturally occurring threats or incidents.

Given the increasing natural and man-made threats and vulnerabilities modern societies face—which have exposed the limits of traditional risk assessment and risk mitigation efforts—the concept of CISR seems particularly useful to inform policies that mitigate the consequences of such events and speak to the vital need for nations to develop and implement a comprehensive risk-management strategy. See chapter 13 for analysis and recommendations regarding risk assessment and management strategies.

Transitioning from the goal of protecting to that of improving security and resilience requires a change in focus of education and training to ensure that core CISR work streams are completed and well-managed.

**Key Work Streams in CISR Planning and Operations**

While the process of establishing, implementing, and sustaining a demonstrably effective national CISR policy is difficult in any country, there are three essential tasks: assessing risk, improving security, and enhancing resilience. The process of accomplishing these three tasks is extraordinarily complex and a continuing challenge because it requires numerous streams of work be performed by all relevant stakeholders: multiple government agencies, critical infrastructure owners and operators, academicians, subject-matter experts, international organizations, and technology vendors. Some of the major work streams include:

- Establishing clear roles and responsibilities for all stakeholders
- Identifying and determining the criticality of national infrastructure
- Mapping critical infrastructure dependencies and interdependencies
- Determining critical infrastructure vulnerabilities
- Using applicable risk assessment, analysis, and management approaches
- Establishing crisis management capabilities
Establishing public-private partnerships between government and private-sector owners and operators of critical infrastructure

Establishing and implementing collaboration and information-sharing mechanisms between government and critical infrastructure owners and operators

Developing and exercising continuity of operations and information technology disaster recovery plans

Providing physical and cybersecurity and resilience measures

Ensuring the integrity, security, and continuity of critical infrastructure supply chains

Fostering the local, regional, national, and international cooperation, collaboration, coordination, communication, and concentration required to produce demonstrably effective results

Expanding opportunities to develop and deliver CISR education and training

Implementing a robust testing, training, and exercise program to determine the extent to which current CISR policy, legislation, plans, procedures, systems, and research and development efforts are meeting, falling below, or exceeding prescribed requirements, established standards, and increasingly stringent stakeholder expectations

To implement a national CISR policy successfully requires great leaders and top-notch managers. While the work streams identified above define much of what needs to be done, the extent to which a nation effectively develops and implements the “what” is a function of how well the people responsible for leading and managing these work streams foster the collaboration, cooperation, coordination, communication, and concentration (5Cs) that are indispensable to building and sustaining a viable risk-based, CISR posture. This fact cannot be emphasized enough. For over 30 years, CIP and CISR capabilities have waxed and waned depending on how well leaders execute these 5Cs.
Looking Back and Looking Ahead

While it is important to look ahead, NATO member states can also learn from the past. One instructive example from the Roman Empire is the link between deteriorating conditions of the vast Roman aqueduct system—certainly an early example of critical infrastructure—and the eventual fall of the empire. In the third century BC, the Romans constructed aqueducts throughout the empire to bring water from outside sources into cities and towns to supply public baths, latrines, fountains, and private households, and to support mining operations, milling, farms, and gardens. However, as the administration of the day gradually neglected the aqueducts and did not implement sufficient security and resilience measures against an array of threats and vulnerabilities (to include general wear and tear, intentional rerouting by local farmers, or deliberate destruction or hindering by enemies), many aqueducts ceased to function.15

In the twentieth century, threats to critical infrastructure were almost exclusively tangible, physical threats which could be countered with tangible, physical defenses. Those kinds of tangible, physical threats continue today—as do natural disasters, such as hurricanes, floods, and wildfires—and they can cause serious harm to people and nations.16 In the twenty-first century, however, critical infrastructure has become increasingly connected to the Internet. This increased connectivity is cause for global concern because much of the critical infrastructure that nations rely on for health, power, and security are susceptible to cyber threats. Attackers can now use virtual control systems to deliver physical threats or make virtual threats to physical infrastructure. This combination of virtual and physical threats is growing exponentially, especially as virtual connections to physical infrastructure via the Internet of Things become increasingly mainstream.17 Such attacks will become more common and are likely to be more destructive. Beyond continuing to invest in the latest technology to help fend off these threats, having a strong CISR posture will minimize the impact of these attacks and make targets inherently less valuable from the adversary’s perspective.

17. Jensen, “Critical Infrastructure?”
In 2019, security industry expert Pierre Bourgeix sounded the alarm regarding the increasing threats to critical infrastructure and the need to respond with enhanced security and resilience:

We are at the precipice of a world that is completely connected. From smart cities to smart buildings, with the use of machine learning, and deep learning we are closer than ever to being completely converged. This is also our Achilles heel which may lead to a disaster that we cannot possibly imagine. The need for our understanding of these threats from the lowest to the highest parts of our organizations is crucial. However, the time for education is growing short its either we get it or its game over.18

From climate change to cyberattacks, infrastructure systems must operate in an increasingly uncertain future in which it is impossible to avoid or even predict all shocks and stresses. Therefore, it is essential for critical infrastructure stakeholders to prepare for the threats they can anticipate and to be able to respond to the unexpected so that they can provide the essential services upon which society depends.19 As Donald Rumsfeld, the then US defense secretary, famously said:

There are known knowns; there are things we know we know. We also know there are known unknowns; we know there are some things we do not know. But there are also unknown unknowns—the ones we do not know we do not know. And if one looks throughout the history of free countries, it is the latter category that tends to be the difficult ones.20

Indeed, the known unknowns refer to the threats and risks of which critical infrastructure stakeholders are aware. Unknown unknowns are the risks that come from situations that are so unexpected that they would not be considered. To identify the future threats to critical infrastructure, stakeholders must try to envision them. It is certain that the years ahead will be marked by turbulence, fueled by unconventional conflict, fraught

with natural and technological disasters, and complicated by the issues resulting from the increasing complexity of and societal dependence on critical infrastructure.

As this handbook stresses throughout all its chapters, enhanced CISR is essential to NATO’s ability to function in crisis management, collective defense, and/or external operations. Securing a nation’s critical infrastructure systems and making them more resilient against a wide range of current, emerging, and future risks is a complex and continuing challenge. In fact, it is one of the most difficult things a nation can do. Failing to achieve CISR goals and objectives, however, will reduce NATO’s mission capability, and also adversely impact member states’ collective societies because critical infrastructure is the foundation on which vital societal and economic functions depend. Therefore, one of the quintessential societal tasks necessary for maintaining national security, economic vitality, and public health and safety in a world filled with risk will be the continuing development, establishment, and maintenance of a demonstrably effective national CISR posture. Working together and sharing lessons learned, good practices, case studies, methods, tools, approaches, and experiences and discovering the unknown unknowns will promote and enhance local, regional, national, and global CISR today and in the future.
Physical Threats to Critical Infrastructure

Malcolm Baker, Ronald Bearse, and Ray Mey

The September 11 (9/11) attacks on the United States demonstrated the vulnerability to the physical and kinetic threats posed by terrorists. These attacks also validated how determined, patient, and sophisticated terrorists have become in both planning and executing their operations. More than two decades later, the consequences of not securing critical infrastructure remain severe.

The basic nature of free societies greatly enables operations and tactics employed by terrorists, competitive states, and other malicious actors while hindering these societies’ ability to predict, deter, mitigate the effects of, respond to, and recover from malevolent attacks against them. Therefore, it is imperative for member states of the North Atlantic Treaty Organization (NATO) to develop and sustain demonstrably effective critical infrastructure security and resilience (CISR) policies, plans, and procedures to reduce the risks to critical infrastructure posed by an ever-increasing list of credible threats, whether they are physical, cyber, or hybrid in nature. Nearly every day, threat actors commit cyberattacks against elements of critical infrastructure. Many of these cyberattacks receive a great deal of public and political attention because they harm NATO member states and partner nations, but physical attacks against critical infrastructure also remain dangerous threats, driving CISR planning and efforts on both sides of the Atlantic Ocean.

Most people have some level of personal experience with the COVID-19 virus and have witnessed how the pandemic, a biological event, has wreaked
havoc and caused damage across multiple critical infrastructure sectors in the United States, across NATO member states, and in the majority of the world’s countries. Unfortunately, many people have also experienced firsthand some form of natural disaster, which ultimately causes billions of dollars in damage, adversely affects public health and safety, and perhaps even cripples or destroys some type of critical infrastructure. Many readers of this book also have an appreciation for the damage and destruction to critical infrastructure that occurred because of the 9/11 attacks. A less known but still disruptive event took place in 2016, when a monkey knocked out Kenya’s entire power grid after falling onto a transformer at the Gitau Hydroelectric Power Station.1 Such an unbelievable scenario—along with the examples of a terrorist attack, natural disaster, and biological event—illustrates that the current risk environment is very complex and uncertain as threats, vulnerabilities, and consequences have all evolved since the start of the twenty-first century.

This chapter provides a general overview of the current and emerging physical threats to critical infrastructure in a straightforward and thought-provoking manner. The chapter will proceed in three major sections. Each section represents one of the three basic categories of physical threats to critical infrastructure: (1) natural threats, (2) man-made threats, and (3) accidental or technical threats. Each of these sections will examine the nature of the threat to critical infrastructure, provide a few examples for each type of threat, and then examine relevant case studies to identify key insights and learning points to consider. The chapter will prioritize man-made threats, which is the longest section and contains multiple examples and case studies of the different types of threats in this category. The chapter will conclude with an overview of considerations for Allies and partners to enhance their CISR policies and practices to contend with the challenges emanating from physical threats to critical infrastructure.

Natural Threats

Natural events and disasters occur on a daily basis around the globe. This category includes such diverse natural threats as the effects of climate change, earthquakes, tsunamis, land shifting, volcanic eruptions, forest fires, hurricanes, floods, drought, and, in some circumstances, even time and animals. Natural threats pose a significant risk to critical infrastructure,

as the following examples clearly demonstrate. In 1993, a severe flood of the Missouri River threatened the safety of the Cooper nuclear power station in Nebraska. The Kobe earthquake in Japan in 1995 destroyed critical transportation, maritime, and chemical infrastructures. In 1998, tornadoes with wind speeds between 113 to 156 miles per hour hit the Davis-Besse nuclear power station in Ohio, and though this particular incident did not produce any long-term effects, it knocked out several critical systems, making the station more vulnerable to disaster. The widespread damage to energy and chemical infrastructures caused by Hurricanes Katrina and Rita in the United States in 2005 illustrates the threat posed by extreme weather. Events related to extreme weather, particularly lightning and storms, have historically posed the biggest threat to critical energy infrastructure.

Climate hazards like extreme weather events, higher temperatures, droughts, floods, wildfires, storms, rising sea levels, soil degradation, and acidifying oceans are intensifying and threatening infrastructure, health, and water and food security. Irreversible damage to ecosystems and habitats—degraded by air, soil, water, and marine pollution—will undermine the economic benefits they provide. Extreme weather events, many worsened by the accelerating sea level rise, will particularly affect urban coastal areas in South Asia, Southeast Asia, and the Western Hemisphere. Damage to communications, energy, and transportation infrastructure could affect military bases located in low-lying areas, inflict economic costs, and cause human displacement and loss of life. Even what seem like unlikely events (such as a meteor hitting a major city and causing damage to multiple critical infrastructure sectors) are in the realm of the possible.

The frequency and costs of natural disasters are increasing, and they often pose a credible threat to specific elements of critical infrastructure located in the impact zone of the disaster. Due to the interconnectedness of critical infrastructure, sometimes a natural disaster in one area of a country will cause cascading effects across multiple critical infrastructure sectors, some as far away as the other side of the country or even in a neighboring country. The bottom line is that any threat assessment methodology must take into account the likelihood of damage or destruction to critical infrastructure resulting from natural hazards. Doing so enables both government and private owners and operators of critical infrastructure to better understand and manage the physical risks to critical infrastructure.

Man-made Threats

*Malevolent forces* is a term used to describe the human actors who threaten to physically attack, disrupt, or destroy the normal operations of critical infrastructure. These forces include foreign and domestic terrorist organizations, elements working on behalf of a competitive foreign power, and individuals with malicious intent toward the government or a particular organization who are “super-empowered” by information, communications, and other technological advances. This threat category includes not only war, terrorism, and hybrid warfare, but also rioting, financial crimes, economic espionage, and the possible use of chemical, biological, radiological, nuclear, and explosive (CBRNE) materials to inflict great harm. Traditional acts of sabotage and the intentional tampering, modification, or manipulation of physical systems and processes—such as physically moving a railway switching apparatus, opening and closing energy piping, and suppressing signals or alarms on critical nodes of energy and transportation infrastructure—remain a threat to critical infrastructure as well. Given this wide variety of threat actors and methods of attack, it is important to balance the likelihood and consequences specific threat vectors pose. See also the importance of plausibility outlined in chapter 7. This section will examine several types of man-made threats that are most grave and of greatest concern to NATO and illustrate key concepts using case studies, beginning with the attack against the oil and gas facility at In Amenas, Algeria.

Case Study: In Amenas, Algeria

On January 16, 2013, approximately 32 heavily armed terrorists from an al-Qaeda affiliate attacked the In Amenas oil and gas facility in Algeria. In an unprecedented, planned, and coordinated attack that spanned four days, it was one of the largest terrorist attacks ever conducted on an oil and gas facility. One of the largest gas developments in Algeria, the facility at In Amenas is operated as a joint venture between Statoil, British Petroleum, and Sonatrach, Algeria’s national oil company. The vast facility covers over 2,700 square kilometers—an area almost equivalent to the size of Luxembourg—and is situated about 1,300 kilometers from the Algerian capital of Algiers and roughly 50 kilometers west of the

---


Libyan border. Given its strategic importance, there was a multilayered security arrangement in place to protect the oil and gas facility.

The People’s National Army and the Gendarmerie from the Algerian armed forces provided the outer layer of security for the facility, working separately and in support of one another. As in most other countries, the government was responsible for protecting the facility against terrorist attacks, including prevention, intelligence gathering, and border controls, including along the Algerian-Libyan border and in the desert zone surrounding the facility. In fact, the Algerian government had established a militarized zone around In Amenas with the army responsible for securing the wider desert area and the gendarmes providing security in the immediate vicinity of the facility. Regarding the inside of the perimeter, Statoil, British Petroleum, and Sonatrach were responsible for inner security at In Amenas, and they provided an unarmed civilian guard force for this purpose. The internal guard force provided access control and other protective security measures as well as training and contingency planning to protect the facility’s people and assets.

To initiate, the terrorists first attacked a bus carrying workers to the facility and then launched near-simultaneous assaults on the workers’ living compound and oil and gas production area. Terrorists took control of the facility in just over 15 minutes. The situation entered a siege phase as terrorists searched for expatriate workers in the living and production areas. Although the attackers seized expatriate workers and corralled them together as hostages, they did not take any Algerian workers captive, or they allowed them to escape. The terrorists demanded the withdrawal of Algerian military forces from the vicinity and requested free and safe passage to Mali. The terrorists also demanded safe passage from the living compound to the production-area buildings so that they could regroup together in one stronghold.

The Algerian military launched a helicopter strike against the attackers in the living compound, which prompted the terrorists to use the hostages as human shields. Subsequently, the terrorists tried to move the hostages in vehicles from the living compound to the production area. When the Algerian military interdicted the attackers’ convoy, the terrorists returned fire and detonated improvised explosive devices (IED). Ultimately, the military succeeded in securing the living accommodations and resolving the situation, but at considerable cost in terms of human life. During the terrorists’ assault and the military response, 40 people from 10 countries were killed, along with 29 of the 32 terrorists.
The In Amenas attack captured global media attention given the nature of the attack and the type of critical infrastructure facility that the terrorists targeted. Among the many findings uncovered during the post-incident investigation, Statoil’s final report concluded that the multilayered security arrangements failed to protect the living area and production areas from the terrorist attack because of an overreliance on the Algerian military to protect the facility. Furthermore, there was a lack of a strong security culture among the facility’s senior executives, who did not believe that a credible threat existed and thus did not invest in security preparedness and resources to protect the facility. Following the release of the Statoil report, the In Amenas facility created a new security organization, implemented a security improvement program, introduced internal security governance structures, and developed and implemented a new security risk and threat assessment process. Underpinning all of these measures was a commitment to improve training and multiagency cooperation.

As the In Amenas attack illustrates, critical infrastructure stakeholders must deal with the problem of dynamic and evolving adversaries. Since these threat groups typically have rapid planning cycles, are constantly adapting their strategies, and can adopt new tactics to adjust to updated security measures, NATO member states and partner nations must consider how to stay ahead of such adversaries. One answer to this vital question is that Allies and partners must keenly focus on ensuring their critical infrastructure systems are made more secure and resilient against the current and emerging threats and hazards they are most likely to encounter. While the list of threats posed by malevolent actors is quite extensive, there are several types of these man-made threats that are of greatest concern, which this section will now explore in detail.

Insider Threat

The insider threat is a major man-made physical threat to critical infrastructure that is often overlooked and underestimated despite the growing number of attacks perpetrated in this manner. In fact, insiders pose the greatest threat—especially if they are working with a foreign state or other high-level threat groups—because of their detailed knowledge of system operations and security practices. Insiders are often company employees or suppliers, and they can act either as the main conspirators or as accomplices and informants.

to outside actors. Unlike external actors, who can only gain access to elements of critical infrastructure by means of violent acts or subterfuge, insiders have undisputed advantages. Given their access and placement to observe a facility’s processes undisturbed over time, the knowledge insiders possess or the ease with which they can acquire it is of high value to a wide range of potential malevolent actors.

For the foreseeable future, the list of possible insider threats to critical infrastructure includes disgruntled employees seeking revenge, hackers testing their skills, criminals seeking financial gain, foreign intelligence operatives seeking sensitive government or industrial information, and terrorist groups or hostile nations conducting attacks on vital services (such as electric power, transportation, energy, or telecommunications systems). Along with the physical threat insiders pose to critical infrastructure, the insider threat also affects the cyber domain, where the anonymity of cyber threat groups makes it difficult to identify those responsible for an intrusion or to ascertain their intentions. With these factors in mind, methodologies for conducting risk assessments of specific systems and vulnerable locations within critical infrastructure should include each employee’s role within the system as well as all visitors to the site or facility. For instance, when analyzing the threat of a person-borne IED (PBIED) used to attack an aircraft, personnel conducting an assessment should consider, separately, both a PBIED smuggled onto the aircraft by a passenger and one brought on board by crewmembers and/or other airline employees. Implementation of effective personnel hiring and vetting procedures is a key preventive measure owners and operators of critical infrastructure can take to enhance organizational security.

The insider threat has existed since the earliest civilizations, with stories of insider threats present in nearly all cultures. Examples from American history include everything from Benedict Arnold’s betrayal to recent unauthorized and devastating disclosures of classified information. Along this spectrum, there is a common narrative: trusted and capable people, often facing enormous life challenges, exploit their access and trusted status to betray their organization and ultimately harm the nation. Given the resources that foreign adversaries are dedicating to exploit or coopt insiders within organizations they seek to penetrate, insider
threats will be an enduring part of the threat and risk landscape for most critical infrastructure entities for years to come.\textsuperscript{6}

Since insider threats are inherently a human problem, critical infrastructure stakeholders ultimately need to adopt human solutions to counter them. See also chapter 3 for its discussion of the importance of human capital in defending against cyber threats. While technology can help organizations understand their employees’ activities in the cyber and virtual realms, the most powerful weapons critical infrastructure owners and operators have to counter insider threats are the personnel who comprise the organization’s workforce. To help mitigate these threats, organizations need to identify abnormal or suspicious activity among their employees and then respond accordingly in ways that foster trust and leverage the workforce as a partner.\textsuperscript{7} Insider threats are an increasingly important threat vector to critical infrastructure in the context of broader security risks as well as those related to supply chains and cybersecurity. While insider threats can cause damage through economic espionage, sabotage, workplace violence, fraud, and other misuse of corporate resources, the various threat activities can include deliberate actions by insiders working with foreign intelligence services or other actions by insiders with malicious or criminal motives. Finally, insiders can unknowingly commit mild to severe security breaches due to simple carelessness, utter negligence, or complete disregard for simple security rules and procedures.

In summary, the insider threat is very real. It represents a significant risk to critical infrastructure assets and is a hazard that critical infrastructure stakeholders must consider in the process of assessing and managing overall risk.

\textbf{CBRNE Threat}

The malevolent use of CBRNE materials is another type of man-made physical threat to destroy or damage critical infrastructure. In the hands of malicious actors, these materials pose a significant threat to the populations, infrastructure, economies, and security of NATO member states. Therefore, securing the public, emergency responders, agricultural
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resources, and critical infrastructure against these threats must always be a priority. This section examines each element of the CBRNE acronym—chemical, biological, radiological, nuclear, and high-yield explosives—to understand the nature of the threat and outline potential measures to mitigate these threats and enhance CISR policy and practices.

The first category in CBRNE, chemical materials, poses a daunting challenge because threat actors can access these materials with relative ease. NATO member states and partner nations manufacture and store chemicals in abundance due to their role as an integral part of modern life. Malevolent actors such as terrorists, extremists, and saboteurs can use chemicals common in industrialized nations to create improvised explosives, incendiaries, chemical agents, or even an improvised chemical weapon. Some of the more common types of chemicals that threat actors could use in improvised chemical weapons include acids, ammonia, benzene, chlorine, and propane. These chemicals are manufactured or stored in various locations, such as manufacturing plants, industrial facilities, gas stations, and research laboratories. Since chemicals are routinely transported using other critical infrastructure sectors—such as rail networks, waterways, roads, and aircraft—they are easy targets for sabotage and even more difficult to protect.

The use of man-made sarin gas to attack the Tokyo subway system in 1995 is a sobering reminder of the vulnerabilities and impact associated with the weaponization of dangerous chemicals. See chapter 7 for more detail on this attack. It is also a vivid reminder of the potential dangers associated with the motivations of malevolent groups, whether foreign or domestic terrorists, proxy forces, elements working on behalf of an adversarial foreign power, or the lone wolf attacker with malicious intent toward a government, organization, or company.

The next category among CBRNE materials, biological threats, involves the intentional and accidental release or dissemination of biological agents like bacteria, viruses, fungi, or toxins—spread through the air, water, or in food—to cause illness, death, and panic. Although the possibility of attack is relatively low because of the challenges associated with cultivating, weaponizing, and deploying biological agents, acts of bioterrorism can still harm critical infrastructure. Recent outbreaks of Escherichia coli (E. coli) highlight how easily a biological attack on critical agricultural infrastructure could undermine consumer confidence and cause a host of public health problems.
In a recent example, a meat distributing company in the United States had to recall more than 14 tons of beef due to a potential contamination with E. coli. This example demonstrates that agriculture and food systems are vulnerable to diseases, pests, or poisonous agents that occur naturally, are unintentionally introduced, or intentionally delivered by threat actors. Certain insects, for instance, can destroy forests or agricultural zones, causing billions of dollars in economic damage. Consequently, research facilities studying invasive species must manage the risk of their uncontrolled or unauthorized release.

The current global pandemic attributed to the emergence and rapid spread of the COVID-19 virus in Wuhan, China, represents a physical biological threat vector. Biological agents have the potential to kill millions of people across the world with deleterious impacts on critical infrastructure, not to mention the trillions of dollars required to respond to and recover from the socioeconomic damage inflicted. The impact of COVID-19, as well as the possible weaponization and release of new viruses or other biological agents, demands that nations strengthen their ability to detect, deter, destroy, or prepare for, mitigate the effects of, respond to and recover eventually from the release of such toxins.

Many “lessons-to-be-learned and applied” will be discussed, defined, and shared across the globe, but the unfortunate fact remains that lessons that should be learned often are not. Consequently, when key lessons are disregarded or not learned at an institutional, collective level, similar events that occur in the future are susceptible to unfolding in much the same way with the same results. Together, this wide spectrum of possible biological threats cannot simply be disregarded, even if some are more likely to occur than others. As chapter 13 highlights in its robust examination of assessing and managing risk, once governments identify which infrastructures are truly critical, all hazards that pose a significant risk to them should be clearly defined, assessed, and considered in defining and managing risk.

The use of radiological and nuclear weapons, the third and fourth categories of threat within the CBRNE framework, represents another dangerous physical threat against critical infrastructure. The bad news on this front is that increasingly well-organized and well-funded terrorist organizations,
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which now have easy access to the expertise needed to build a bomb, have declared their intent to seek the materials necessary for building and using weapons of mass destruction. Although the probability of a terrorist group building even a crude clear device or sabotaging a nuclear power plant is low, the international community cannot afford to be complacent. The good news is that international political leaders largely share the same threat perception of nuclear terrorism and increasingly are cooperating on this key policy issue to mitigate the risks emanating from it. According to a report by the Arms Control Association and the Fissile Materials Working Group that compiles data from 2010–16, countries made sizable progress in curbing nuclear terrorism and strengthening and improving nuclear security. These voluntary national commitments represent some of the most tangible and innovative nuclear security protocols in existence, and countries are actively practicing and implementing them across the globe. There is no credible evidence that any terrorist group has succeeded in obtaining the necessary multi-kilogram critical mass amounts of weapons-grade plutonium required to make a nuclear weapon. Even if a group did possess a few kilograms of fissile material, a crude terrorist-built design would require far more material and pose a huge technical challenge. At the same time, security practitioners cannot simply dismiss such a possibility.

The prospect of terrorists or other malevolent actors building and detonating a so-called dirty bomb—otherwise known as a radiological dispersal device (RDD)—is considerably higher because constructing an RDD is no more complicated than building an IED. An RDD combines conventional explosives with materials containing radioactive isotopes, some of which can be found in products such as equipment to treat cancer, photocopiers, watches, and even household smoke detectors containing the radioactive isotope Americium 241. The detonation of an RDD would likely have a greater psychological impact on the affected population compared to the physical damage it would cause. Given the feasibility of an RDD attack, critical infrastructure stakeholders must consider to what extent response forces are prepared to mitigate the physical and psychological effects of the explosion, and what impacts such an event would have on facilities and systems.

Beyond the damage to property and critical infrastructure, the malevolent use of CBRNE materials has the potential for long-lasting effects on the mental health and psyche of the citizenry and first responders involved.
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in such an incident. For instance, the physical and psychological trauma of the bombing of the Alfred P. Murrah Federal Building in Oklahoma City and the 9/11 attacks in the United States led to post-traumatic stress disorder (PTSD) and increased the use of and addiction to anxiety drugs. Among the nearly 37,000 members of the World Trade Center Health Registry, roughly 14 percent suffered from PTSD and 15 percent from depression more than a decade after the attacks, and studies indicate approximately 10 percent of first responders were still dealing with PTSD more than a decade later.11 Similarly, the adverse mental and psychological effects of the COVID-19 pandemic show the heavy toll on societies that could result from physical attacks impacting critical infrastructure. Adversaries have learned from these and other catastrophic events and are certainly factoring in these types of effects into their prosecution of physical attacks and use of hybrid threat vectors to divide Western societies.

The final threat category in the CBRNE family, explosives, is the most common type of man-made physical threat to critical infrastructure. This category involves the use of explosives such as IEDs, rockets, and grenades to cause damage, disruption, or destruction of critical infrastructure. Beyond conventional explosives, this category also includes tools as simple as lighters and matches, crude incendiary devices, vehicle-borne IEDs, and homemade explosive vests. In this sense, something as simple as a petrol bomb or Molotov cocktail, coupled with a threat actor’s malicious intent, can create disastrous consequences, damaging or destroying a critical infrastructure’s physical facilities and disrupting or halting the essential services they provide. Therefore, security measures for critical infrastructure need to consider more than just protection against conventional IEDs. Some potential protective measures include timely, accurate information; advanced automated surveillance (such as CCTV); detection devices for indoor and outdoor use; prioritization of threats by installed systems (to avoid constant false alarms); communications interoperability; and, of growing importance, the resilience of the organization or facility following an attack.

**Drone Threat**

Another type of man-made physical threat to critical infrastructure is the malevolent use of drones. Drones are any vehicle that can travel autonomously; though commonly treated as synonyms, drones and unmanned aerial vehicles
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(UAV) are not entirely the same. An autonomous aerial drone does not require human intervention but can fly using its onboard autopilot, computer, and suite of sensors. Although a UAV does not require a human pilot or crewmembers to be on board the aircraft for it to fly, human operators typically pilot the UAV remotely from the ground. The UAV is a component of an unmanned aircraft system, which includes not just the UAV but also everything required for it to function: the ground-based control module, its global positioning system module, its system of communications with the UAV, and the person on the ground controlling the UAV. Despite these nuanced differences, this section will use the generic term drone to refer to the category of physical threat posed by the entire spectrum of fully and semi-autonomous aerial systems.

When operated by tech-savvy lone-wolf actors, terrorist groups, domestic and transnational criminal organizations, or subservient proxies operating in combat locations, disputed territories, or even terrain overlooking vulnerable critical infrastructure nodes, drones pose a significant threat to critical infrastructure. Therefore, critical infrastructure security risk assessment and management processes need to incorporate this physical threat vector into overall CISR posture. Depending on its power and size, a drone can transport contraband, chemicals, or other explosives or weaponized payloads. These systems are also capable of silently monitoring a large area from the sky for nefarious or strategic intelligence purposes, and can even be used to perform cyberattacks involving the theft of trade secrets, technologies, or sensitive information affecting critical infrastructure. There are numerous examples of malicious activities using drones to target critical infrastructure and other sensitive sites or personnel. In France, seven nuclear power plants confirmed unauthorized drone flights above their facilities in 2014, while Greenpeace activists intentionally crashed a drone into a French nuclear power plant near Lyon in 2018. These examples show that drone attacks are an emerging physical threat vector to carry out attacks against critical infrastructure—a trend that is likely to increase in the years ahead.

Available for as little as $1,200, top-selling quadcopters can carry items weighing up to one kilogram. Threat actors could exploit the accessibility and
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mobility of quadcopters to transport a camera to film bridges, government buildings, stadiums, or motorcades, looking for security flaws or even conducting attacks using lightweight explosive devices. Due to their physical and operational characteristics, many types of drones can evade detection and create challenges for the owners and operators of critical infrastructure. Given the continued accessibility and versatility drones provide, malevolent actors will likely use drones in any of the following capacities. First, they can use drones for reconnaissance of critical facilities to gather intelligence on the site layout, guard movements, or other information that could help in carrying out a physical attack. Second, threat groups can use drones to drop explosives intended to damage critical or sensitive infrastructure in transportation hubs and other areas of public gathering. Third, drones can deliver weapons or other materials for use in an attack. Finally, drones can provide air support and overwatch to support a ground attack. To demonstrate the lethality of drone attacks against critical infrastructure, it is appropriate now to examine the case study of the Saudi Aramco attack.

On September 14, 2019, Houthi rebels based in Yemen claimed responsibility for using a combination of drones and cruise missiles to attack two strategic oil facilities in Saudi Arabia operated by the state-owned company, Saudi Aramco. Reports indicated 19 points of impact at the oil processing plant at Abqaiq—the largest in the world—and the Khurais oilfield, which started fires that caused considerable destruction and disruption to the facility operations. Although Houthi rebels took credit for the attack, some Western intelligence agencies dispute this claim. The advanced drone technology used in these attacks represented a dramatic escalation in the conflict and in the rebels’ capability to mount such attacks, suggesting that this attack was a state-sponsored or state-enabled act of terrorism in the region.

Despite the uncertainty regarding the specific threat actors behind the attack, the damage to the very heart of Saudi Arabia’s oil infrastructure was indisputable. The attacks damaged more than half of the depressurization units and three of the stabilization columns at the Abqaiq oil facilities, decreasing Saudi Arabia’s daily oil production by some five million barrels per day over 10 days. This loss, which represents about five percent of global


oil production, caused global oil prices to jump to a 20-year high as a result.\textsuperscript{17} The security at the Abqaiq plant was deemed extremely high, so the destruction caused by the attacks increased concerns of a broader regional conflict and heightened global tensions that similar or further attacks against critical infrastructure could intensify.\textsuperscript{18} Perhaps most alarming is that the attacks against the Abqaiq facility, which some experts refer to as the crown jewel of the Saudi oil infrastructure and the beating heart of the global oil system, brought into question Saudi Arabia’s valued reputation as a dependable, stable oil supplier to the global market.\textsuperscript{19}

The considerable post-incident learning included the balance of threat, risk, and harm when considering how to make critical infrastructure more secure. The nature of oil, gas, and energy production illustrates the extensive interdependencies with other infrastructure sectors, economic futures, and global markets. Operators of critical infrastructure provide services that are difficult to protect from the air without support from the military or security forces. Mitigating threats to oil and gas facilities is quite different from countering threats to other forms of critical infrastructure, including modes of transportation such as aviation and railways. See chapters 6 and 7 for further insight into securing against threats to civil aviation and rail. These case studies effectively demonstrate that security practitioners cannot take security arrangements and efforts to mitigate threats in a specific sector and then apply them uniformly across all critical infrastructure sectors. It is necessary to have a balance based on threat, plausibility, credibility, and proportionality. See chapters 7 and 13 for a discussion of these concepts as part of a broader strategic risk assessment framework.

This brief survey of how malevolent forces have used drones in the past begs the question of how long it will be before threat actors escalate their tactics and use drones more extensively for targeting critical infrastructure. One such danger is drone swarming, which is a tactic that employs several drones simultaneously to coordinate operations and accomplish tasks that a single drone cannot. In this configuration, each drone may perform a similar function or have unique, specialized roles, such as gathering information.
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carrying weapons or explosives, or relaying communications. Drone swarming requires advanced capabilities, including the ability for individual drones to maintain spacing, avoid in-flight collision, and predict where other drones in the swarm will be at a given time.\textsuperscript{20} To reach this level of sophisticated capability, drone swarms typically rely on real-time sensing, artificial intelligence, computer vision algorithms, and communications based on radio frequency, cellular, or satellite communications. By using a single ground control station to control the drone swarm, threat actors could simplify deployment and equipment requirements, and effectively operate the drones autonomously so that an operator does not have to control multiple drones in real time.\textsuperscript{21} Without being too far-fetched, it is possible to imagine drone swarms capable of maneuvering against active defense measures, identifying targets, and delivering payloads as diverse as chemical agents over population centers or explosives against targets like oil fields or water treatment facilities.\textsuperscript{22}

Examining the threat drones and drone swarms pose to critical infrastructure highlights the need for NATO member states and partner nations to take vital steps to enhance their CISR posture. In one such example, NATO’s Communications and Information Agency has developed a low-cost prototype solution for rapidly detecting, identifying, and localizing small drones that may pose a threat. This prototype, known as the ARTEMIS system, employs electromagnetic waves to identify drones and advanced techniques to detect and classify radio frequency signals that the drones are using. The equipment has been successful in open field testing, with very promising results for use in mitigating the threat posed by commercial drones.

\textbf{Threat of Precision Strike Weapons}

Although rarely considered in homeland security assessments, precision attacks using missiles—traditionally thought of as conventional weapons—pose a threat to principal critical infrastructure systems across NATO. Precision missiles can engage targets at extended ranges, from 100 yards to thousands of miles. While the military already employs certain measures
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to thwart such stealthy attacks abroad and defend key military installations, other nodes of critical infrastructure are poorly defended or not defended at all, making them relatively soft targets. With an ever-increasing potential for terrorists to procure missile technologies and weapons, precision missile strikes could represent an enduring threat from both terrorists and rogue states. To understand the numerous precision weapons that could threaten critical infrastructure across NATO member states, this section will examine the threats posed by short-range and long-range systems.

In the category of short-range systems, the most common weapon is the man-portable air defense system (MANPADS), which was originally developed to defend against military aircraft. Since MANPADS have precision strike capabilities, are globally available, and come in a variety of configurations, terrorists have traditionally used them to target passenger aircraft. See chapter 6 for examples of terrorist attacks against civil aviation using MANPADS. Given their relatively small size—some systems weigh only 35 pounds and measure six feet long—MANPADS are easy to conceal and transport, making them ideal weapons of choice for threat actors looking to target vulnerable points at ground facilities, such as power plants or oil and gas facilities. Similarly, anti-tank guided missiles (ATGMs) are readily accessible on the weapons black market and equally easy to hide and transport. Malevolent actors could quite easily store ATGMs, along with their guidance system and ammunition, in a car trunk and use them to target any number of critical infrastructure nodes, such as major financial facilities, water treatment plants, and even primary government buildings.

Among long-range precision weapons systems, the threat cruise missiles pose to critical infrastructure is also growing. While relatively few nations have land-attack cruise missiles, many have anti-ship cruise missiles. Although the primary function of these systems is to target ships at sea, malevolent forces could also modify them to target critical infrastructure or simply use them as weapons of terror by launching them indiscriminately at populated areas. In the same way, ballistic missiles are becoming a more prevalent threat. Although few nations possess intercontinental ballistic missiles, many do have ballistic missiles capable of operating at shorter ranges. Malevolent actors could smuggle these missiles on cargo ships and transport them globally for use against critical infrastructure targets or population centers in Alliance member states and partner nations.
Electromagnetic Pulse Threat

Another physical threat vector is an electromagnetic pulse (EMP) event and the catastrophic effects such an event would produce. An EMP event is a short burst of high-energy electromagnetism, which under certain circumstances can disrupt or destroy electrical and electronic capability. Since much of modern life depends on electricity and electronics, a widespread EMP attack could cause a major catastrophe. When interacting with the earth’s magnetic field, these powerful pulses have the ability to damage electronic and electrical equipment like computers, cell phones, transformers, transmission lines, and the broader critical communications infrastructure. See chapter 9 for an overview of the communications network as a lifeline sector. Even worse, the design of many electrical grids means that damage to certain electrical systems, the lifeblood of any modern society, could cause failures throughout a number of systems—including banking, energy, transportation, food production and delivery, water, emergency services, and cyberspace—across an entire country or region.

Extreme electromagnetic incidents caused by an intentional, man-made EMP attack or a naturally occurring geomagnetic disturbance (also called space weather) could cause significant damage to critical infrastructure sectors, such as the electrical grid, communications and transportation, networks, and water and wastewater systems.23 Cascading effects are likely to follow, with the impacts of an attack initially compromising one or more elements of critical infrastructure, then spilling over into additional sectors, and expanding beyond the initial geographic regions. Intentional attacks using high-altitude nuclear detonations, specialized conventional munitions, or nonnuclear directed energy devices can lead to EMP events. Depending upon the specific characteristics of the weapon and the attack profile employed, the effects of an EMP event can vary in scale from local to regional to continental.24

Governments all over the world, and particularly their respective military forces, have been dealing with EMP threat assessment since the early years of the Cold War. This process is a tough assignment because the required technical information is subject to change—especially for a nonnuclear EMP event—and the motivational aspects stemming from political concerns and
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the economic situation are difficult to evaluate and predict. Defense analyst Peter Pry, who formerly chaired the US Congressional EMP Commission, points out that detonating a nuclear weapon roughly 200 miles above the United States could cause an EMP event covering almost the entire North American continent, and malevolent actors or groups could build and employ an EMP generator powerful enough to cripple a major metropolitan area. Whether resulting from an attack or a natural event, the risks emanating from an EMP event are considerable and they merit continued attention and action by critical infrastructure stakeholders across NATO countries.

**Accidents and Technical Threats**

The final physical threat category this chapter examines, accidents and technical threats, includes a host of disasters due to acts of omission or commission, technical or infrastructural failures of various kinds, and situations or events that result directly from human error. Among these threats are technical failures to power grids and water treatment facilities, faulty safety systems, aging infrastructure that causes a water main to rupture or hazardous materials to release, and even monkeys (or other things) falling into places they should not. Together, the consequences of these threats range from mild to severe.

Examples of these types of incidents include radiation leaks at nuclear power plants, toxic gas emissions from chemical plants, lethal emissions from fertilizer production plants, and human death and environmental destruction caused by oil and gas platform catastrophes. The release of deadly radioactive materials following the 1986 Chernobyl and 2011 Fukushima nuclear plant accidents are two specific examples in recent memory. The catastrophic effects of these two incidents also highlight the devastating potential use of these materials in the hands of malevolent actors. With the growing use of and reliance on nuclear energy, theft of nuclear materials and terrorist motivations to attack and release radiological materials are realities that demand robust security, safety support, and regulatory oversight to counter.

The pace with which modern economies have become inextricably linked over the past two decades, especially through the great strides made in information and communication technology, has exposed the societies...
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and critical infrastructure of NATO member states to a set of unprecedented threats and vulnerabilities. Even simple wear and tear poses a constant challenge to critical infrastructure. Although critical infrastructure does not fail because of advanced age or lagging maintenance alone, aging assets can degrade performance and lead to functional obsolescence, both of which increase the risk of failure. Incidentally, accidents attributed to the use of farm equipment, such as using a backhoe to dig in the ground, account for more disruption of communications systems per day than any other physical event. What is unfortunate about the threats from accidents and technical failures is that any one of them has the potential to produce unacceptable losses in terms of human casualties, property destruction, economic effects, or public morale and confidence. This stark reality is precisely why all three categories of physical threat—natural disasters, man-made events, and accidents and technical failures—must be taken into consideration when determining risk to specific elements of critical infrastructure in any sector.

**More to Consider: Threats to Port Facilities**

Maritime transport—comprised of dry bulk ships, container ships, and oil tankers—accounts for 80 percent of the world’s trade volume and 70 percent of its trade value, making major sea ports the hubs of all global economic activity.26 Many critical infrastructure facilities in NATO member states are located along coastlines, to include oil and gas terminals, desalination plants, and nuclear plants that require large amounts of water for the cooling process. These major ports present a target-rich environment for malevolent actors; the right target, in the right location, at the right time, using the right threat vector could cause enormous damage to port facilities and to the societies and economies they support. Security and resilience planners as well as owners and operators of port facilities have much to consider when thinking about the physical threats to major ports. To get a better sense of the challenges of protecting these vital facilities, stakeholders in sea ports must consider the port from a geospatial perspective, which requires an examination of the water around the port—both the surface level and under the water—as well as the port facilities on land and the airspace above them.

Regarding the physical threats emanating from the water surrounding port facilities, several terrorist organizations have demonstrated their intent to develop capabilities to conduct kinetic strikes from the sea, in particular
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those that combine the use of scuba divers and explosives. 27 There are two predominant methods divers employ to attack ports: they either attach some sort of a mine to a craft adjacent to the port or they emplace a mine on the port’s channel bed. Divers may find it challenging to transport and emplace a large quantity of explosives that would be required to have a significant impact when attacking most large vessels. Nevertheless, a strategically placed charge could cause significant damage and difficulties for cruise ships, naval vessels, or a single-hulled tanker filled with components that support a wide variety of critical infrastructure. This idea is not far-fetched, as an example from December 2014 illustrates. Then, Egyptian security forces arrested members of a terrorist cell in Sinai for attempting to carry out an attack against Egyptian warships. During the arrest, security forces found scuba diving gear among the members of the terrorist cell, which was already complicit in previous attacks using small arms weapons and missiles to conduct ambushes and hijackings against Egyptian naval vessels. 28

Similarly, waterside port security must account for attacks from a number of platforms malevolent actors could use, including fast boats, jet skis, shipping containers, and remotely piloted boats. When considering which types of attacks are plausible, there are two specific examples that are especially helpful. The first attack vector, pursued by terrorist groups like al-Qaeda, is to smuggle an IED into a ship-borne container for detonation against targets far from the original launch site as a form of power projection for terrorist groups. 29

A second potential attack mode is to create a swarm that combines suicide boat drones and piloted suicide boats—effectively a maritime version of the aerial drones and drone swarms described in the previous section. This attack vector is similar to how the Japanese Imperial Navy and Army used Shinyo suicide boats, capable of carrying more than 500 pounds of explosives and traveling nearly 30 miles per hour, to cause significant damage to US ships during World War II. 30 In the modern context, Houthi rebels used a remote-controlled boat loaded with explosives—likely provided by Iran’s Revolutionary Guard Corps—to attack the Royal

Saudi Navy’s frigate Al Madinah in January 2017. While this attack vector is similar to the suicide boat attack against the USS Cole in 2000, the capability to conduct unmanned attacks represents a more dangerous threat because malevolent forces can be bolder and more lethal when their own lives are not directly at stake. With respect to physical threats to land-based port facilities, the vehicle-borne IED is, for good reason, still the weapon of choice for most terrorists. These mobile weapons can pack large amounts of explosives into a vehicle, and the bigger the vehicle, the bigger the explosion. Not only can threat actors drive a vehicle-borne IED directly to the target location, these attacks can also be difficult to detect and prevent.

As this chapter discussed earlier, malevolent forces can take advantage of the availability and mobility of drones to target land-based port facilities from above with the goal of crippling key machines or neutralizing the work force either temporarily or permanently. Such attacks can be devastating enough during routine port operations and daily business. They can be even more damaging when NATO member states are in the process of mobilizing military forces and equipment in support of collective defense, crisis management, or other external operations. See chapter 4 for a detailed discussion of the importance of maritime transportation to NATO operations and the challenge posed by hybrid threats. The difficulty of building and maintaining secure, resilient ports is certainly formidable. However, significant investments of thought and resources, the development of advanced situational awareness capabilities for a common operating picture, and the deployment of effective threat countermeasures and state-of-the-art protection systems are helping to secure major ports. This accomplishment represents some of the very best CISR efforts in a number of nations.

**Increasing Sophistication and Outsourcing of Physical Threats**

Since the 9/11 attacks, the ability to monitor, detect, and defend against a wide range of physical threats to critical infrastructure has increased considerably, as demonstrated by the vast number of video-surveillance cameras—and their attendant software and human controllers—surrounding almost every critical infrastructure site or facility in many Western nations.

Unfortunately, as the defenders have become more sophisticated, so too have the attackers and their capabilities. 32

Since private-sector entities own and operate much of the critical infrastructure in the West, expensive security measures inevitably compete against an array of economic considerations, creating a reality in which security alone is never the deciding factor. This dynamic creates two unique vulnerabilities. The first, resource disparity, is based on the fact that securing critical infrastructure against physical threats can be an expensive venture that requires the allocation of significant resources but must contend with other competing priorities as well. Often there are not sufficient resources to address all potential security challenges, or there is not a strong enough rationale to justify spending money on security instead of improving business efficiency or enhancing operations. Large companies and organizations are more likely than small companies to be able to afford such expenditures. The second vulnerability, outsourcing complexity, highlights the tendency for companies and organizations to focus on core competencies and outsource all else to outside providers, to include areas such as transportation, utilities, healthcare, and financial-service providers. Quite often, physical and cyber protection services are also outsourced, making optimized defense more complicated. 33

Given the trend of emerging physical threats against critical infrastructure, governments and private industry need to be cognizant of the responsibility they shoulder and therefore remain vigilant in their efforts to anticipate and counter physical threats to the greatest extent possible. It is essential that security managers learn to monitor physical threats and constantly innovate for maximum resilience, for the cost of failure is just too high.

Nexus between Threat and Risk

An accurate threat assessment relies on detailed knowledge and understanding of the intentions and capabilities of the potential threat actors, whether an act of nature, a proxy force, malevolent non-state actors, terrorists, or an insider with malicious intent. A quality security risk assessment considers the likelihood—including both threat and vulnerability—and consequences of unwanted events perpetuated by a host of threat actors. Vital to any credible
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CISR program is the ability to juxtapose a given threat in relation to the risks and vulnerabilities in critical infrastructure systems and the current capabilities of relevant stakeholders. Unless there is strategic commitment to a security program based on threats and risks to critical infrastructure, it will be virtually impossible to create a demonstrably effective national CISR architecture, culture, and policy.

Understanding a threat actor’s intentions requires detailed knowledge and understanding of the actor’s beliefs, background, worldview, goals, and capabilities to act on any malicious intent by conducting a physical attack. In the case of natural threats or threats due to accidents or technical failures, such knowledge involves scientific predictions of the likelihood of natural disasters or the failure of infrastructure components due to factors like time and stress. Security experts agree the myriad of debilitating and harmful acts that malevolent forces can perpetrate against critical infrastructures are diverse, constantly changing, and becoming more sophisticated and difficult to thwart. However, if critical infrastructure is to be secured effectively and made more resilient, then those stakeholders with this charge need to understand thoroughly the spectrum of plausible physical threats that exist today or lie just over the horizon—a place where the unknown unknowns, introduced in chapter 1, often emerge.

Risk is the potential for an unwanted outcome resulting from an incident, event, or occurrence, as determined by its likelihood—a function of threats and vulnerabilities—and the associated consequences. Risk management is the process of identifying, analyzing, and communicating risk while accepting, avoiding, transferring, or controlling it to an acceptable level and cost. Risk management focuses resources on those threats and hazards that are most likely to cause significant, unwanted outcomes to a specific critical infrastructure system or sector, and informs actions designed to prevent or mitigate the effects of those incidents. It also increases security and strengthens resilience by identifying and prioritizing actions to ensure continuity of essential functions and services, and to support enhanced response and restoration. Risk management facilitates decision making and the setting of priorities among all stakeholders.

A risk management framework sets out an approach to fulfill three key functions in a consistent manner. First, the framework aims to identify, analyze, and allocate resources to deter, detect, disrupt, and prepare for threats and hazards to critical infrastructure. Second, the risk management framework enables decisionmakers to prioritize and direct efforts to reduce vulnerabilities and address physical features
or operational attributes of critical infrastructure systems that are vulnerable to exploitation or susceptible to a given hazard. Finally, it helps stakeholders proactively mitigate the potential consequences of incidents or prepare to limit them effectively if they do occur. The risk management framework can be applicable to all levels of government or private sector organizations. It should cover all threats and hazards and varying factors across critical infrastructure sectors, in addition to individual assets and systems. See chapter 13 for an in-depth explanation of the nature of security risk assessment and management as well as relevant best practices.

The types of physical threats identified in this chapter have the potential to harm, damage, incapacitate, or destroy critical infrastructure. The intent and capability of an adversary, the adversary's access to a critical infrastructure target, and the opportunity to act upon these threat motives contribute to if, when, and how threat groups actually execute an attack. Threats to critical infrastructure vary in intent, capability, potential or intended targets, attack methodologies, and opportunities. Rather than focusing on one type of threat or hazard at a time, nations should identify all threats and hazards that pose the greatest risks to their critical infrastructure. This process allows for more effective and efficient planning and resource allocation.

Critical infrastructure has long been subject to risks associated with many of the physical threats discussed in this chapter, but now serious risks and threats emanate from the cyber domain as well. These risks stem from a growing integration of information and communications technologies with critical infrastructure and from adversaries focused on exploiting potential cyber vulnerabilities. As physical facilities become more reliant on complex cyber systems for operations, critical infrastructure will become increasingly vulnerable to certain cyber threats. Many of these cyber threats can cause similar levels of damage, disruption, and destruction as a number of physical threats. See chapters 3 and 4 for their discussion of the nature of the threats in the cyber domain and the combination of physical and cyber threats in a hybrid manner.

Connections and interdependencies between infrastructure elements and sectors mean that damage, disruption, or destruction to one infrastructure element by a physical (or cyber) event can cause cascading effects that impact continuity of operations in other sectors or systems. Identifying and understanding interdependencies (two-way) or dependencies (one-way) between infrastructure elements and sectors are important for assessing the risks and vulnerabilities, and for determining which steps
may be taken to increase security and resilience. See chapter 12 for further explanation of the dependencies and interdependencies between critical infrastructure sectors, and the potential for cascading or escalating effects. For example, the electric grid relies on integrated information and communication systems from other critical infrastructure sectors in order to operate, while the electric grid also powers lifeline sectors (such as transportation and water treatment systems).

**Conclusion**

The current threat environment is changing in ways that require new kinds and levels of attention. Critical infrastructure across NATO member states is in both the geopolitical battle space and the target of extensive criminal activities. The foreign intelligence threat has never been more complex or dynamic than it is today. Foreign intelligence entities are developing the capacity to exploit, disrupt, or degrade the critical infrastructure systems that underpin global energy and financial markets, telecommunications services, government functions, and defense capabilities. By these efforts, foreign intelligence services seek to influence or coerce decisionmakers during periods of crisis by holding critical infrastructure at risk. Compared to the rest of the world, NATO member states generally have had the tremendous privilege of being able to take functioning critical infrastructure for granted. Clean water, reliable roads, high-quality health care, dependable electricity, telephones, and e-mail are all so fundamental to modern life in the West it is impossible to picture life without them. However, the events of the first decades of the twenty-first century demonstrate the need to reevaluate any assumptions of uninhibited access to these services. Threat elements will likely plan to avoid Allied armed forces and instead seek to damage those targets which are not well defended and could cause the most physical and psychological damage. Malevolent forces are targeting the infrastructures that support the NATO member states and their armed forces.

For NATO nations, it is vital to understand the nature of these critical infrastructures, their inherent vulnerabilities and risks, and the threats they face. As new technologies increase the speed of operations, the flow of information, or the timeliness of developing a common operating picture, opportunities for threat actors to damage or destroy critical infrastructure also increase. When adopting new systems
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or building new critical infrastructure facilities, Allies and partners must constantly assess the inherent risks and vulnerabilities of these systems as well as the ways in which malevolent forces could threaten them. This vigilant assessment helps ensure that every move forward does not expose a weak link that threat groups can target and attack.

Given the evolving threat environment, critical infrastructure stakeholders in the private and public sectors and all levels of government must continually assess their security postures against the spectrum of physical threat actors and threat vectors they face. Assessing the organization’s overall enterprise security posture and accounting for recent investments or changes in organizational security are key steps to take. Additionally, organizations must evaluate to what extent their security posture aligns with the current and emerging threat environment. When the security posture and procedures do not align with the nature of the threat, it is vital that organizations identify the mismatch and know which leaders in the organization are accountable for correcting such a deficiency in the security program, and how they should go about it. If existing policies and practices cannot answer such questions, critical infrastructure organizations need to conduct a security posture review and assessment.\textsuperscript{35} With such a strong commitment to assessing risks and threats, and taking the steps to mitigate them, NATO member states and partner nations can strengthen the culture of security and resilience needed to mitigate the broad array of physical threats to critical infrastructure. Such measures will contribute to the security and prosperity of individual nations and also put the broader Alliance in a better position to fulfill NATO’s core tasks.

\textsuperscript{35} NCSC, \textit{Insider Threat Mitigation}, 10.
Cyber Threats to Critical Infrastructure
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The risks against critical infrastructure are on the rise, particularly in the cyber domain. While the COVID-19 pandemic has increased the average household’s online activity and compelled businesses to adopt practices to accommodate a more remote workforce, it has also presented malevolent attackers an unprecedented opportunity to test cybersecurity systems and exploit vulnerabilities. Within the first six months of the pandemic, the US Federal Bureau of Investigation’s (FBI) Cyber Division reported a 400 percent increase in total cyberattacks compared to pre-pandemic levels, while Interpol highlighted an “alarming rate of cyberattacks aimed at major corporations, governments, and critical infrastructure.” The pandemic has also demonstrated the significance of the digital infrastructure for the continuity of modern life. The dependable operation of electricity, natural gas, oil, water and wastewater systems, and telecommunications is vital for the functionality of a state and the essential services it provides. In this sense, critical infrastructure stakeholders are responsible for establishing a cybersecurity posture with implications for national security.

In the cyber domain, two perspectives prevail: an offensive mindset or a defensive mentality. From the defensive perspective, those responsible
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for defending their systems are facing great uncertainty as they seek to counter and mitigate the challenging array of threats in the cyber domain. In a way, the offensive approach is simpler since attackers focus exclusively on finding a system vulnerability to breach and exploit. This chapter prioritizes the offensive perspective and thus will adopt an adversarial perspective to focus on the vulnerabilities, risks, and threats to critical infrastructure in the cyber domain. For an overview of the defensive mentality, see chapter 14 for its discussion of the cybersecurity tools and best practices for securing critical infrastructure.

To design a successful attack, threat actors must comprehend the nature of the target and its relevant components and relationships. From the offensive outlook, the ultimate goal is first to find a single vulnerability to gain access to the computer systems, which the attacker will later exploit to elevate privileges within the system. The offensive mentality reflects security practices abundant in the natural world. In nature, for example, predators use two primary tools—stealth and strategy—to capture their prey. In the cybersecurity sector and associated literature, one helpful depiction of this offensive mindset is Lockheed Martin’s Cyber Kill Chain® model, which identifies the seven steps cyber threat actors must take to achieve their goals. Based on its knowledge base of tactics, techniques, and procedures that adversaries have used in cyberattacks, MITRE’s ATT&CK® methodology elaborates on these seven steps in a framework that diligently outlines a possible adversarial approach. The matrix outlines the phases of a cyberattack, beginning with an initial period of preparation—consisting of reconnaissance and weaponization—and continuing with key steps such as execution, persistence, privilege escalation, defense evasion, and lateral movement.

Since every critical infrastructure system is situated in a unique operating environment, attackers must first understand the landscape and the targeted organization. Critical infrastructure can be understood as a colossal gear mechanism that only fulfills its specific function if all gears work as designed; any design or organizational flaw, therefore, quickly becomes a vulnerability. Second, most critical infrastructure assets and systems are owned and operated by the private sector. Thus, they are generally business-oriented facilities that must operate within specific economic limitations. Finally, critical infrastructure inherently involves the human
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dimension because critical infrastructure assets and systems are (1) owned and operated by the human workforce, and (2) they provide essential services to end users, so any disruption will impact daily life.

This chapter will provide an overview of a critical infrastructure’s technical layers and systems, followed by an examination of its various layers of technology and then a discussion of its potential organizational vulnerabilities related to the human workforce and management. Next, the chapter will introduce the difference in mentality between cyberattackers and defenders, highlight the various categories of threat actors, and conclude with an overview of the rising and recent primary attack types to demonstrate the various approaches cyber threat actors employ to exploit the vulnerabilities in critical infrastructure.

Technical Layers and Structures in Critical Infrastructure

Infrastructures are large-scale, manufactured systems that operate interdependently to produce and distribute essential goods—such as energy, water, and data—and services, including transportation, banking, and health care. Critical infrastructure plays an essential role in the vitality of a society and the functionality of the state. See chapter 1 for an overview of the relationship between lifeline sectors and other critical infrastructure sectors. Based on factors like their geography, natural resources, and economies, states differ in which infrastructure systems they classify as critical. See chapter 12 for a comparison of which sectors some countries classify as critical infrastructure. In an oil-producing country, for example, the priority to protect oil refineries is much higher than in others. Each critical infrastructure sector has unique requirements and practices, given the different services and goods these sectors provide. Among the various types of critical infrastructure facilities, there are differences in design, planning, functionality, organization, and specification properties depending on the sector. For example, the design and function of nuclear power plants are notably different from telecommunications or water systems. For a better grasp of cybersecurity of critical infrastructures, it is important to note that—despite the differences outlined above—systems also have similarities in the organizational and technical layers that merit further exploration.

Connectedness and Technical Complexity

By nature, critical infrastructures are inherently complex, distributed systems that resemble a tree with its roots buried in the soil and its branches in plain sight. It is therefore more appropriate to model the interconnectedness of these structures as a system-of-systems, which consists of “multiple, heterogeneous, operationally distributed, occasionally independently operating systems embedded in networks at multiple levels that evolve over time.”6 The complexity of a system-of-systems affects both the protection requirements and crisis management procedures. There are two significant types of complexity present in these critical infrastructure systems. First, the level of connectedness between systems means that any malfunction could create a cascading effect among similar facilities. Second, the connectedness also affects other sectors that are not similar in kind but nonetheless dependent. See chapter 12 for a detailed discussion of cascading and escalating failures resulting from dependencies and interdependencies between critical infrastructure systems. For instance, any glitch in the telecommunication sector would quickly affect all sectors that depend on telecommunications for their operations. To illustrate this concept of connectedness, figure 3-1 shows how a power outage in Italy in 2003 affected several other critical infrastructure sectors within Italy and across national borders.7

The complex nature of these dependencies, which increases the potential for significant crises and cascading or escalating failures, highlights the need for cross-sector coordination, planning, and exercises before cyberattacks occur. Unfortunately, the general lack of cooperation, communication, and participation in comprehensive exercises across critical infrastructure sectors is a vulnerability that malevolent cyber actors could exploit. One security expert notes:

Complex systems like the electric power grid, water networks, transportation networks, and communications networks tend to self-organize into a critical state, and, once in this state, any
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change to the system can start a chain reaction. These chain reactions manifest as cascading avalanches, nuclear power plant meltdowns, and electrical power grid collapses. When a sand pile reaches a critical state, the addition of a single grain of sand may lead to avalanches of unpredictable size—even extreme avalanches that completely destroy the sand pile.9

Communications between and among government authorities and critical infrastructure owners and operators is, therefore, a crucial element of CISR policy and practice. See chapter 11 for examples of multidirectional information sharing and blue-sky coordination between the public and private sectors. In a critical infrastructure facility, there are several unique levels of operation, including business, management, core production, supply chain (third parties), and perimeter security. To sustain the proper functionality of the facilities, coordination and communication between these layers are critical. In the core production layer, two types of technologies are essential: information technologies (IT) and operational technologies (OT). Although similar in some ways, IT and OT are each unique enough to require operators and defenders to have a particular knowledge and special insight to work with them. The integration of these technologies is a vital element of robust cyber systems.

In addition to the operational complexity of connectedness, there is a temporal effect on these facilities. The industrial control system (ICS) architecture is comprised of layers of solutions, processes, and procedures. Underlying and ensuring the sustained operations of critical infrastructure is an ICS structure that consists of several types of control systems, such as supervisory control and data acquisition (SCADA), distributed control systems, and programmable logic controllers. A hallmark of Industry 4.0 is the prevalence of Internet of Things (IoT) components in the critical infrastructure domain. The increase of wireless communication between nonhuman components also pushes the limits of wireless communication protocols and creates additional responsibilities in cybersecurity.

In ICS management, several components have to function together to sustain the operation of critical infrastructure. Adding to the complexity of the ICS, the critical infrastructure network is comprised of several IT and OT components made by different vendors and typically with different lifespans, dissimilar updates, and varied support requirements. When critical infrastructure owners and operators prioritize
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functionality and productivity over the security of ICS components, cybersecurity risks increase in the critical infrastructure ecosphere. Thus, when it comes to implementing CISR policy and ensuring continued operation of critical infrastructure, the facility’s chief security officer plays a crucial role in mitigating the vulnerabilities, risks, and threats in the cyber domain. ICS components are not publicly circulated devices or components, so targeting them requires attackers to have intimate knowledge of the components—a reality that decreases the number of adversaries with the degree of specificity needed to attack OT components. On the other hand, the attacks targeting ICS components have predominantly originated from advanced persistent threat groups or those with state sponsorship.

The ICS structure, built by components from different vendors, requires considerable planning to integrate the necessary updates, upgrades, and security patches and to ensure this renewal process does not hinder the overall function of the system. Since it can be challenging to know how these various components will function after completing the renewal process, those responsible for these upgrades and updates could be hesitant to introduce any change that may threaten the system’s ability to work as designed. As a result, the SCADA and ICS components that enable the operation of critical infrastructure often do not receive most of the updates and security patches they require.

**Layers of Technology: Information Technology, Operational Technology, and the Industrial Internet of Things**

The functionality of different computer protocols within a given critical infrastructure enhances the system’s productivity but complicates the security. The IT and OT systems within a critical infrastructure’s core production area are connected and synchronized to sustain the production or servicing of the facility. As its name indicates, designers of OT have in mind the ability to perform specified actions that ensure operational continuity of the critical infrastructure. As a result, during the operational design of OT systems, functionality is the priority, not security. Engineers, in principle, do not connect the OT systems directly to the Internet during the design phase, but use firewalls to keep OT systems separate. Since information technology focuses on the computer and telecommunication systems that perform data input, storage, recovery, transmission, data processing, and data protection, it prioritizes data and the proper data handling procedures. Innovations in the IT realm change and improve rapidly, and most IT infrastructures could quickly embrace and adopt the latest technological advancements with little effort. In a critical infrastructure
environment, an IT network forms the foundation for the business and enterprise levels while the tightly coupled nature of IT and OT systems in the core production area presents an important vulnerability.

In the 1980s, OT and IT systems functioned primarily in an independent manner. In the 1990s, OT systems started to connect to IT systems to centralize management. In the 2000s, OT engineers built IT-compatible systems to improve the communication problems between two systems. The boundaries between IT and OT systems thus started to blur in the networks. Today, OT systems also cooperate with cloud computing and wireless technologies.

Simply put, operational technology is the computing capacity to fulfill an operation and monitor devices, various industrial processes, and some industry events. See figure 3-2 for a typical network architecture for OT industrial systems. OT systems perform important functions, including production-line management, mining-operations control, and oil and gas monitoring. The operational technology prioritizes the process required to keep the system functional, so enhancing the availability, precision, and reliability of OT services is essential. In the critical infrastructure sector, OT systems regularly monitor the processes and support the manufacturing and defense utilities.

![Figure 3-2. Typical OT industrial systems network architecture](Diagram by Applied Sciences)

Unlike most IT systems, which are highly controlled and regulated by system administrators, OT systems typically are not governed by the same limitations or access rules. To protect the functionality of OT systems, they should not be as accessible as the IT systems. Compared to IT systems, OT systems are far more difficult to recover and restore in the event of a failure, and any OT network failure can yield catastrophic results or lead to an “end-of-life” scenario.

Over time, OT systems have gradually become more secure, though this progress does not match the considerable efforts focused on securing IT systems. With limited firmware upgrades, the supported lifetime of an OT component is between 10–20 years. In contrast, the hardware, software, and protocols of IT systems are rapidly changing. This difference in the pace and types of changes between these two systems creates compatibility and communication problems. The technological changes in IT and OT systems can challenge critical infrastructure operators’ ability to adapt to the changes and manage the process of installing updates and patches. Given these challenges, critical infrastructure facilities require strategic plans to manage this process and ensure the proper blend of security upgrades and continued business operations.

A significant segment of OT systems is the ICS architecture, which consists of systems that monitor and control industrial processes with the assistance of programmable logic controllers or discrete process control systems. SCADA systems, which are responsible for managing the ICS, have two main components. The first is the human-machine interface. The second is the historian, which provides a graphical user interface for operators to observe the status of a system easily, receive any alarms indicating out-of-band operation, or enter system adjustments to manage the process under control. In addition to SCADA, key programs in the OT systems category include computer numerical control, building-management systems, and building-automation systems. The OT systems also have their own communication protocols that differ from those used in IT systems. OT systems also frequently use remote terminal units (RTU) to connect one or multiple devices (actuators and monitors) to manage or monitor a process from close proximity or from thousands of kilometers away from the headquarters.

Beyond IT and OT systems, the newest element influencing the operations and cybersecurity of critical infrastructure is Industry 4.0, which enables the intelligent networking of machines and processes to increase efficiency. The Industrial Internet of Things (IIoT) refers to the
use of the IoT in industrial sectors, and it enables machine-to-machine and artificial-intelligence applications in several categories. Although not without risks, these machine-to-machine applications can simplify the complicated production or control processes. In critical infrastructures, the primary distinction between IIoT devices lies at the intersection of IT and OT layers. The IIoT can also optimize visibility of the supply chain and logistics by utilizing smart sensors and actuators. This networking structure can also enhance the OT security community’s knowledge and understanding of its networks. In the OT environment, the challenge is determining whether the problem is an unusual incident resulting from an attack or simply a basic software error.

**Social Complexity and Socio-technical Structures**

While the technical complexity of computer systems has been a topic of study for years, the concept of social complexity is unique and comparatively new. A conventional understanding of security focuses on securing nonhuman components in the operational zone and looks to automation as the ideal tool to control all possible outcomes. The automation and restriction of nonhuman components require less effort than dealing with social unpredictability. The problem is that critical infrastructures are business-oriented service sectors and have to cooperate with several third-party partners. It is possible to leverage automation as a means to minimize the human workforce, but not without exposing the critical infrastructure to other vulnerabilities.

The modern approach to social complexity, however, understands the whole of the network and its human and automated components within the facility. Engineers, together with their cell phones, access cards, tokens, and server rooms, should be considered in a networked mentality. This perspective would reveal just how many components are connected and demonstrate the levels of complexity in a facility.

The actor-network theory (ANT) understands each element as a node in a particular organization or structure. The micro-level understanding
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of the critical infrastructure in a networked mode can help the protection level see and assess the vulnerabilities and weaknesses more easily by giving clues about the specific interactions between the various elements in a facility. The ANT approach also can present a holistic perspective on the security of critical infrastructure. When an attacker decides to target a specific critical infrastructure, the next step will be to find the right vulnerability to exploit and thus gain initial access to the system. Attackers pursue this goal via hardware additions, trusted relationships, replication through removable media, and external remote services.\textsuperscript{14} In this context, the theft of an engineer’s mobile device or unauthorized access to a manager’s virtual private network accounts could quickly become vulnerabilities that jeopardize the functionality of the entire system.\textsuperscript{15} The practice of ANT can also assist critical infrastructure operators and cybersecurity teams to identify potential consequences if and when they happen.

Additionally, temporal changes can also impact critical infrastructure systems. There are times when economic and political considerations or natural disasters compel critical infrastructure operators to expand the facility’s output capacity to respond to new service demands for a period of time. There are also situations in which a facility begins under public ownership but then transfers to private sector management or when the layout of the facility changes for reasons such as renovations or additional construction. High turnover among the workforce at these facilities can affect the requisite expert knowledge to ensure efficient operations, even if specific blueprints and records are available to new workers.

In most critical infrastructures, the nature of operations—namely, uninterrupted service—means there is reduced visibility and control during the system’s functionality. Facilities tend to coordinate their production levels with the facilities in kind to organize the distribution of the product that customers demand. Electricity, watering, sewage, and telecommunications sectors primarily work on similar principles. From an organizational structure, critical infrastructure facilities are mainly divided into two sections: (1) the production plant and the management layer, and (2) the services and distribution lines. For the first category, various equipment


and tools limit physical access to the facility where production occurs. Inside the plant, the physical and cybersecurity teams work to control any anomaly to prevent breaches while operators monitor sensors to manage the operation of the facility. In the second category, the distribution lines and services have limited protection from any threat because the attack surface is significant due to its vast size. In some sectors, security of these different lines and services relies on something as minor as a lock pad or a protected box to deter a would-be adversary from attacking or targeting the system. An expert could easily utilize these nodes to harm or disrupt the critical infrastructure and the services it provides.

For example, many electricity and telecommunications companies use service cars and trucks that typically remain parked in the facility garage under limited perimeter security or observation during off hours. From a business perspective, these companies seek cost-effective means to work and store equipment. This minimal level of security, however, offers threat actors an opportunity to conduct hostile reconnaissance or obtain identification badges, working vests, helmets, and even work computers or special tools in some cases. An inherent vulnerability of facilities with such a comprehensive network is the difficulty in protecting all personnel, locations, and equipment at all times. The expansion of the network that enlarges the attack surface is also a vital consideration for CISR planning and efforts.

**Seeking Gaps in the Organization and Business Management Levels**

**Human Capital, Culture, and Security**

In critical infrastructures, the human element is one of the most significant factors in the system’s operations and effective functionality. Initial steps in planning and building critical infrastructure generally prioritize details related to perimeter security, digital security, and operational safety with comparatively less emphasis on the necessary investment in the human element. Most of the key security concepts—such as situational awareness, strategic communications, suspicion, resilience, and a culture of security—are fundamentally rooted in the critical infrastructure’s human capital: the people who own, manage, and operate the system. Since even the most sophisticated systems are worthless without a qualified human workforce,
some researchers define the human component as one of the interdependencies of critical infrastructure.\textsuperscript{16}

Understanding the human dimensions of the workforce, both on duty and off duty, is essential to an effective CISR practice. In most critical infrastructure facilities, there are three major categories for the workforce: technical, nontechnical, and management. In each category, these subordinate teams leverage their unique skills and capabilities, and cooperate to achieve a common goal. In this way, each team develops its own working culture, while the entire organization also builds a security culture that aims to mitigate threats and build resilience. The human resources (HR) department is the unit primarily responsible for understanding and organizing the workforce. In practice, however, HR departments focus mainly on background security checks rather than understanding individual differences in the workforce that can contribute to or hinder cooperation, which are key elements to the overall security posture. One vulnerability inherent to critical infrastructure is the lack of situational awareness, which is “the knowledge of where you are, where other friendly elements are, and the status, state, and location of the enemy."\textsuperscript{17} Within this definition are three levels of situational awareness: (1) perceiving the critical factors in the environment, (2) understanding at those factors mean, particularly when integrated with the decisionmaker’s goals, and (3) anticipating how these factors will influence the system in the near term.

Building cooperation among the elements of the workforce requires specific coordination and communication skills that form the pillars of situational awareness. Often, the HR department is best suited to undertake these efforts to improve the organizational culture, communications, and cooperation. Without intentional effort to improve cooperation between departments and their personnel, it is possible for gaps or blind spots to form within the organization, leading to vulnerabilities that adversaries could easily exploit.\textsuperscript{18} Efforts to build normal, healthy communications and cooperation between departments can prevent the formation of departmental subcultures at the expense of organizational cultures and enhance the overall CISR posture within the organization.


Most organizations have red teams that serve to test an organization’s security posture and pursue ways to enter a facility by physical or cyber methods. In a realistic example, red team members could use a company vest, hard hat, or fake identification badge and approach the entrance as a subcontractor or third-party services maintenance team. In this attempt, the red team might use valid and accurate data obtained with various methods to convince the gatekeeper to authorize entry. Any lack of coordination among the departments—such as notifying security of a lost identification card or stolen uniform items—could enable a true malevolent actor, not just a red team member, to access the facility. To build a robust security culture and framework, HR departments can help foster trust among the workforce, enable open communications, and increase coordination. Empowering individual workers and building a strong organizational culture promotes personal responsibility and encourages the workforce to take ownership of conditions in the facility, including security. See the discussion of airport security communities in chapter 6 for a similar concept. Failing to address these differences between departments can lead to vulnerabilities and failures that red teams or true threat actors can exploit with social engineering techniques.

Ultimately, the management level is responsible for the organizational culture and security at the facility. Owners and managers should take steps to improve trust and cooperation between departments and also encourage a culture in which the workforce can contribute to and, when appropriate, participate in the decision-making process. These efforts can engage the organization’s human capital and encourage the workforce to report problems when they arise, especially from the security perspective. This participatory approach would also enable change management and ease the process of adaptation required to enhance CISR policies and practices.

**Business Management and Coordination in Critical Infrastructure**

The business layer is one of the central departments in critical infrastructures. Since many sectors of critical infrastructure are under private ownership—and thus earn a profit from their services—the business mindset sometimes prevails over core security and safety practices. In addition to coordination and communications within the organization, the management level is also responsible for fostering secure and healthy communications with the external regulatory bodies to ensure the facility’s continued operations. These communications also include measures to share information.

and intelligence regarding possible threats. See chapter 11 for a discussion of multidirectional information and intelligence sharing. Figure 3-3 depicts the role and key relationships the business layer has within and outside the organization.

![Figure 3-3. Role of the business layer](image)

The business layer is also responsible for managing the facility’s effective operations in the face of threats such as cyberattacks. One of the most rewarding investments managers can make is to conduct regular, unannounced exercises to train employees, enhance cooperation, and minimize the effects of a cyberattack. Such exercises expose the workforce to some of the uncertainty and stress of a real cyberattack and instill proper responses, improve decision making, and make these behaviors a more natural reflex. Exercises can also expose cognitive biases in the workforce, including overconfidence in friendly capabilities and an underestimation of threats to the organization’s systems. Unfortunately, the turnover in the workforce, the demands of daily business, and the perception that exercises are too disruptive combine to limit the conduct of these valuable exercises and the benefits they can yield. If the business layer blindly trusts the technological investments and ignores the human component in these socio-technological systems, then the organization is more susceptible to damaging cyberattacks.
Finally, the business layer is the focal point for leading change management initiatives. While the business mentality resists making changes that may disrupt the facility's operations, updating the digital components is essential to cybersecurity in critical infrastructure. In fact, evidence indicates that implementing necessary changes generally offers substantial benefits to critical infrastructures and outweighs the costs for these upgrades. To help senior managers initiate and sustain significant changes, it is vital to define the roles and responsibilities for the various layers of the organization and the workforce across different departments. Executive leaders should also gain a better understanding of the technical layer to manage the facility during crises and mitigate likely threats.

**Mindsets and Threat Actors**

**A Difference in Mentality: Attackers and Defenders**

Successful security efforts rest on three key pillars: (1) precautions to guard and protect the design and structure, (2) sensors and alarms to alert the systems in the event of a breach or any malign activity, and (3) human capacity. Even if a critical infrastructure is flawless in its design and able to detect any abnormality, only the human dimension—managers, operators, and the broader workforce—can determine the appropriate responses when problems arise. The threats malicious cyber actors pose to critical infrastructure are complex, as this analogy describes:

Today’s cyber security environment is like playing 1,000 simultaneous chess matches against different opponents of varying skill levels. While it is simple to defend the board against 98% of the more junior players (script kiddies), the top 2% require real effort and strategy.

In the security of critical infrastructure, offensive and defensive mindsets define the rules in the cyber domain. Defenders do not know who
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will attack the system, when they will do so, or how they will go about it. Since the threat vector is not readily apparent, defenders must maintain a sharp focus 24 hours per day in all relevant fields of protection, and any signals have to be handled with particular caution due to the uncertainty of the threat. Defenders conduct highly repetitive work—without knowing whether or not their efforts are yielding positive results—that can become so routine that defenders are distracted and lose focus of signs of adversarial activity. The mission of cyber defense does not provide immediate gratification, nor is it well understood by critical infrastructure operators and managers. On paper, it is easy to sustain such an effort, but in reality, cyber defense over an extended period of time is a challenging mission. On the other hand, attackers have a goal in mind, the motivation to succeed, and time to test all possible ways to achieve their desired outcome. Throughout the targeting and attack process, adversaries are engaged, focused, and attentive to details that enable them to find and exploit system vulnerabilities. Attackers are typically not prone to the same temptations of dullness or routine that defenders face; rather, the offensive mentality is marked by a strong motivation to overcome obstacles.

Although training and exercises have an important place in developing security and resilience in critical infrastructure, genuinely simulating potential attackers is not an easy task. As a sort of “devil’s advocate,” red teams play a crucial role in demonstrating the possible consequences of adversarial attacks. Red teams’ cyber and physical penetration tests primarily target the management level of the facility and focus predominantly on issues that could lead to a disruption of normal business operations. Often, red teams inform relevant parties prior to any simulated attacks, and they are bound by specific ethical rules in the conduct of the attack. Here, being ethical and demonstrating a genuine attack psychology are mutually exclusive because real-world attackers have no ethical code to consider or obey. This duality of the security mindset cannot easily be changed with conventional tools. In the age of hybridity and asymmetry, attackers hold several advantages over defenders. One crucial advantage for attackers is the vertical hierarchy of public sector or state-run critical infrastructure systems. When faced with an abnormality or attack, defenders in the targeted entity must inform several managerial groups, and the facility’s senior management must notify the state authorities to deal with the consequences of such an attack. Any attack, however, requires a time-sensitive response and prompt action to ensure the facility continues its service.
Threat Actors

For those being attacked, a fundamental and natural question is: Who is the attacker? Demonstrating a conventional and traditional understanding of cyber threats, the cybersecurity literature outlines specific categories of attackers and identifies hackers, crackers, lamers, script kiddies, and lone wolves as the main threat actors. Although the actors along this spectrum vary in their capacities, these distinct categories are no longer relevant because today, “the question of knowing the full name of the attacker becomes less relevant than knowing who the enemy is and who the sponsors are; for instance, a state actor or a terrorist organization.”

Given their complex networks, unique organizational structures, and role in sustaining modern life, critical infrastructures are distinct from other types of targets. Researchers indicate a rising trend of low-sophistication attacks against critical infrastructure—particularly ICS and Internet-exposed OT—carried out by amateur threat actors who lack expertise and deep knowledge in the sector. In one such example, attackers claimed to have successfully penetrated a German rail-control system, but in reality they had only compromised a web interface for a model train set. Despite such failures by amateurs, a broad range of threat actors seeks to attack critical infrastructure, all with different capability levels and motivations. A general profile of potential attackers includes the following groups.

- Opportunistic attackers. These attackers have no specific target but try to spread their malware as much as possible to increase the chance of success.

Industrial opportunistic attackers. A variation of opportunistic attackers who target the industrial sector in particular. These attackers try to exploit any zero-day attack or announced vulnerability to catch their targets unprepared with relatively little effort.27

Competitors. These attackers target and steal infrastructure data, such as blueprints or technical information. These events often involve international competitors from within the sector or nation-state intelligence services that practice cyber espionage, and it is rather difficult to distinguish between these two parties.

Insider threats. These attackers are current or former disgruntled employees who make their attack for a variety of reasons.28

Advanced persistent threats. These attack groups can arrange large-scale, advanced attacks and are tracked by the security community, but are difficult to stop.29 These highly qualified attackers could be state-sponsored actors intending to execute cyber sabotage or cause chaos in the target country by disrupting or stopping the service.

Hacktivists. These attackers have ideological goals in mind that legitimize their attack. They are not interested in the results, but in furthering their ideological position by undermining the target organization.30

Critical infrastructure owners and managers can also use a simple scale to assess the possible levels of cyber threat against the facility—from one (unsophisticated) to five (advanced), for example—to determine the appropriate threat level against which they plan to defend.31 Determining this appropriate level of defense allows critical infrastructure management teams to


calibrate their cybersecurity measures to match the level of threats they face. Ultimately, this step gives managers a better understanding of their capacity to defend against cyberattacks, helps them make necessary preparations and investments, and directs their responses if attacks exceed the projected threat levels.

**Current and Emerging Cyber Threats**

Every year brings new attack vectors or modus operandi for the threats that mark the era. There are also common methodologies that threat actors prefer to practice that are becoming increasingly popular. This reality means more attack tools are readily available to more potential attackers through an easy and quick online search. In addition to primary cybersecurity essentials, it is crucial to understand the threat landscape to protect networks and enhance CISR posture. IBM’s 2021 Security X-Force report, which depicts the most prevalent types of cyberattacks in 2019–20, demonstrates an increase in the use of ransomware, remote access Trojans, and business e-mail compromise in the past few years (see figure 3–4). Additionally, the escalation in data theft, which is also associated with phishing and social engineering, is a methodology attackers prefer, especially in preparation for more sophisticated attacks. Among these various attack types, this section will examine the use of ransomware, business e-mail compromise, credential stuffing, and supply-chain attacks against critical infrastructure targets.

Ransomware is not simply a malign software that targets a user’s data, it is a combination of two concepts: ransom and ware. First, ware refers to the malware or malicious software that allows ransomware to encrypt all the data in the infected computer system with various levels of asymmetric encryption. Second, ransom alludes to ransomware’s targeted campaign and particular business plan to hold a target’s data captive and release it only after receiving a payment. Research indicates that private sector businesses experienced a ransomware attack every 11 seconds in 2021, up from one every 40 seconds in 2016.\(^\text{33}\)

Ransomware types of software design have been on the market since 1989. That year, Joseph L. Popp conducted the first-ever ransomware attack when he distributed 20,000 floppy disks alleged to contain information on AIDS to the attendees of the World Health Organization’s International AIDS Conference. The Trojan encrypted the names of the files on the customer’s computer and hid the directories and then demanded $189 to give owners access to their files. The phases of ransomware attacks, like encryption and asking for a ransom payment to restore access, have essentially remained the same.
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over time, though the distribution methodology has changed. Today, ransomware has a high likelihood of success with a relatively low chance of discovery. As a result, ransomware has become a tool of choice for cyber threat actors to make money with limited efforts. The increase in ransomware campaigns against critical infrastructure has risen since 2019 and has accelerated during the COVID-19 pandemic (see figure 3-5). 34

![Critical infrastructure ransomware attacks becoming more frequent](image)

**Figure 3-5. Rise of ransomware attacks against critical infrastructure**

(Diagram by Temple University)

A recent example of a major ransomware attack occurred on May 7, 2021, against Colonial Pipeline, one of the leading American pipeline operators and sources of fuel for the eastern United States. The attack halted the pipeline's operations, caused fuel shortages and panic buying at gas stations across the region, and led to delays in scheduled airline flights. The Colonial Pipeline attack represents the first time a cyberattack using ransomware affected so many people in their normal daily routines. 35 The success of the Colonial Pipeline attack and the recent upward trend indicate that ransomware attacks are here to stay. So, it is important to understand the nature of a ransomware attack to enhance CISR posture and prepare for these attacks. Figure 3-6 provides a helpful depiction of the life cycle of a ransomware attack and the broad stages it encompasses. 36
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Even though figure 3-6 presents a ransomware campaign in three sections—initial access, consolidation and preparation, and impact on target—this model does not account for the negotiation process. To understand a ransomware incident from start to finish, it is helpful to examine the six major phases that comprise the life cycle of a ransomware attack, which has many similarities to the Cyber Kill Chain® discussed earlier in the chapter.

The first step of a ransomware attack is the distribution campaign, in which attackers seek potential victims to infiltrate relatively easily and with minimal time and effort. Cyber threat actors use several methods to find appropriate targets, such as vulnerability indexing search engines. For instance, attackers using Shodan—a search engine for Internet-connected devices—or similar Internet scanning programs could find potential targets. As part of step one, the attacker tries to infect malicious files (payload) to the target in several ways, such as a phishing attack, a watering-hole attack, an exploit kit, or a drive-by-download.

---

Stage two, infiltration and staging, begins when the attacker discovers ways to access the targeted network. Here, the attacker tries to understand the network and the limitations of its account. Later, the attacker uses stealth and camouflages executable programs to understand the scene better. The staging phase is mainly related to checking the local configurations and seeking registry keys for various rights and proxy settings, user privileges, and accessibility. Attackers cautiously use Internet Protocol analytic tools to understand the capability of the target.

After infiltration and staging, the third stage is scanning, in which attackers focus on the details that will ensure the success of the attack. All IT and OT systems have their own peculiarities, but the business models and sectoral software in which they operate can change the settings. Attackers check the backup structure and critical files to halt the business activity and inspect the target's financial condition to determine the ransom amount. Finally, attackers try to obtain administrative privileges to control the security systems, like the security information and event management tools, endpoint detection and response systems, and virtualization platforms.

In the fourth stage, encryption, attackers encrypt the target's files in priority order without being noticed by the antivirus software. Typically, attackers prioritize the files used in daily operations during the encryption process because these files tend to be essential for the continuity of the business. Since encryption is a time-sensitive race that the attackers try to complete as soon as possible—to prevent the target from using backups to restore the system—they often prefer weekends to start their encryption operations. The attacker also downloads critical data of the target system to be used as leverage in the next step of the attack cycle.

Step five, discovery and ransom demand, begins when the targeted business systems are disrupted or halted—often on the first day of the work week—and the business owner receives a note from the ransomware attack group. In most cases, this note is a text file on the desktop that includes a countdown timer, a list of frequently asked questions regarding the ransomware operation, and the attackers' demand for a specific ransom amount to decrypt the target’s files.

The final phase, negotiation and settlement, starts when the target understands that its systems are paralyzed by a ransomware campaign. Identifying how the attackers breached the targeted system and learning which ransomware variant encrypted the data are vital elements to managing
the negotiations. Since the critical infrastructure sectors are also part of national security, notifying law enforcement, relevant state institutions, and the insurance carrier are important initial steps. Communications with the attackers are essential to resolving the crisis, but before beginning direct negotiations the target should analyze all possible outcomes and alternative plans.

Once the targeted institution decides to begin negotiations, the organization should designate a lead negotiator and determine how to make decisions throughout the process. During the negotiations, the designated negotiator should demand some form of proof from the attack group—such as the system’s directory plans and proof of decryption capability—to understand the ransomware group’s intentions and capacity. The attackers, in most cases, search the target network in-depth, so they know the target’s financial capacity to pay a ransom. The negotiator should ask for a discount before the final settlement between the targeted institution and the attack group, which is the last step of the process. After the settlement, the target should conduct a deep forensic analysis of the incident and take the necessary steps to prevent future cyberattacks.

According to a cyber alert issued by the US Cyber Security and Infrastructure Agency, an unnamed natural-gas compression facility based in the United States was the target of a ransomware attack in 2020. Using a spear-phishing link to obtain initial access to the organization’s IT and OT networks, the attackers deployed commodity ransomware to encrypt data on these networks for maximum destruction and then requested a ransom payment. On the OT network, human-machine interfaces, data historians, and polling servers all experienced loss of availability, a loss of real-time operational data that ultimately resulted in a partial loss of view for human operators. Although the facility maintained control of its programmable logic controllers and overall operations, the facility’s emergency response framework prioritized physical safety threats over cyber incidents. Thus, the facility management decided to stop its operations for two days.

In summary, the ransomware attacks against this compression facility and the Colonial Pipeline discussed earlier in this section illustrate the recent increase in ransomware campaigns and the rising risks they pose to critical infrastructures.

**Business E-mail Compromise (BEC)**

Accompanying the rise in ransomware campaigns over the past few years is the increase in attacks on business e-mails, also known as e-mail account compromise. The FBI recorded a distinct increase in these types of attacks since 2015—with a sharp uptick in the monetary losses due to these attacks since 2017—to the cost of more than $26 billion through 2019 (see figure 3-7).

![Diagram showing annual losses due to business e-mail and e-mail account compromise](Diagram by the FBI Internet Crime Complaint Center)

*Figure 3-7. Annual losses due to business e-mail and e-mail account compromise*  
(Diagram by the FBI Internet Crime Complaint Center)

In 2020, the FBI Internet Crime Complaint Center received 19,369 complaints regarding business e-mail compromise. The concept of BEC is a sophisticated scam that targets unsuspecting executives and employees into making payments or sending sensitive data to fraudulent accounts. The scam is frequently carried out by using techniques like social engineering or computer intrusion, which manipulate users into sending
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money or data. Since these attacks are highly targeted and include no payload, they are notoriously difficult to prevent. The established threat detection solutions that analyze e-mail headers, links, and metadata often miss these types of attacks. In a typical BEC example, HR or financial representatives receive e-mails that appear to be from higher-level employees, requesting them to update their direct-deposit information for the pay period. The financial information provided to HR or payroll representatives generally leads directly to the criminal’s account. These types of attacks typically target the high-level management in a critical infrastructure environment and compel them to send technical or other information that could disrupt the critical infrastructure’s services or lay the groundwork for a more destructive cyberattack in the future.

**Credential Stuffing**

Increasing digitalization brings with it the problem of authentication on various platforms. As a result, credential stuffing—a type of cyberattack that obtains compromised usernames and passwords to access user accounts—is increasing in frequency. Citizens of NATO member states and partner nations need numerous usernames and passwords to access state services, bank accounts or automated teller machines, e-mail and social media accounts, and a host of other functions for daily life. Given the limitations of human memory, people tend to reuse similar and predictable passwords for their accounts and services. The increase of data leaks and breaches on various sites has compromised a massive number of usernames and passwords. In a recent study on the use of passwords, results show that even after being notified that their personal data had been compromised, only about one-third of users created new passwords, most of which were not strong or unique.\(^4^1\) Another recent study indicated that five billion unique user credentials are circulating on dark net forums, where cybercriminals are selling bank accounts and domain administrator access credentials to other criminals in the different outlets of the dark web (see figure 3-8 for the 11 different categories of account listings by percentage).\(^4^2\)
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In credential stuffing, an attacker sets up a botnet to log the compromised credentials into the platforms while simultaneously changing the Internet Protocol addresses. Attackers record the successful logins and either obtain identifiable information or money from this account or store it for future use. In the advanced form of credential stuffing, the attackers conduct data scraping and scanning to sites like LinkedIn, Facebook, Twitter, and Amazon by using Open Bullet types of software to find real people and determine their affiliations.

A recent example of credential stuffing is the Colonial Pipeline ransomware attack. The attackers accessed Colonial Pipeline via a virtual private network (VPN) service, which was built to access the company’s network remotely. At the time of the attacks, the VPN account was still functioning but not active. There is no specific information regarding where the attackers obtained these credentials. The VPN account’s password, however, has been discovered among the leaked passwords on the dark web.43 Another example is the cyberattack against the video surveillance startup Verkada, in which 150,000 cameras were compromised by a hacktivist collective known

as APT-69420 Arson Cats. The hackers initiated a credential-stuffing attack by gaining “super admin” level access to Verkada’s system using a username and password they found in the public domain on the Internet.44

The results of the studies and examples of credential stuffing attacks cited in this section point to the reality that if a person has one compromised account, it can easily lead to multiple accounts being compromised. This point also blurs the distinction between personal and work accounts, and reveals the risks that employee password management practices, or lack thereof, can pose to critical infrastructure systems in the form of credential stuffing.

**Supply Chain Attacks**

Beyond the vulnerabilities and risks inherent to the human workforce, most critical infrastructures rely on supply chains with ever-changing cyber defense postures and moderate to high-level dependencies on external organizations. Supply chain attacks are a means to target and exploit legitimate trusted relationships between critical infrastructures and the external organizations that enable their operations. The ultimate goal of these attacks is to gain access to and compromise a vendor’s systems, and then expand this access deeper into the affiliated organizations. Supply chain attacks typically include two significant stages. First, cyber-threat actors stealthily infiltrate the supplier company and its networks. The second step, to introduce the malware across the network, is much easier than the first one. Since the supply chain nodes and the supplier already have an established and trusting relationship, users tend to accept any updates and patches coming from the supplier.

A recent example of a supply chain attack is the SolarWinds attack in 2020, which shocked cybersecurity experts because it affected thousands of clients across the globe. SolarWinds’s primary product, Orion, is a performance-monitoring platform to optimize the IT infrastructures of the companies who use the service, totaling some 300,000 customers. In the SolarWinds attack, cyberattackers used a known product (Orion) within a trusted relationship to compromise these companies and institutions, effortlessly gaining access to their protected systems. On December 13, 2020, a well-known cybersecurity firm, FireEye, released a report on the SolarWinds attack, noting the threat actors were conducting a global intrusion campaign using malware named SUNBURST. According to the report:

FireEye has uncovered a widespread campaign that we are tracking as UNC2452. The actors behind this campaign gained access to numerous public and private organizations around the world. They gained access to victims via trojanized updates to SolarWind’s Orion IT monitoring and management software. This campaign may have begun as early as Spring 2020 and is currently ongoing.\textsuperscript{45}

It was later confirmed the attackers gained access to SolarWinds’s Orion software in March 2020 and inserted a malicious code into the dynamic link library of Orion’s update program. As soon as the companies using Orion updated the program—the first stage of this supply chain attack—this code activated a backdoor, which controls the setting of the network and transfers the necessary information to the command-and-control server of the cyber-threat actors. In the second stage, the threat actors gained an astonishing level of access, with capabilities such as privilege escalation and lateral movement (see figure 3-9 for an overview of the stages of the SolarWinds attack).\textsuperscript{46}

Estimates indicate roughly 18,000 customers installed the Orion security updates in March 2020, meaning that some 6 percent of SolarWinds’s customer base had infected systems and were vulnerable for the majority of 2020 prior to FireEye identifying the cyberattack.\textsuperscript{47} Since the customer base consists of users from across the public and private sectors, the attack affected a number of high-profile organizations—such as AT&T, CISCO, McAfee, Microsoft, the New York Times, Symantec, and Visa—numerous universities, and US government agencies, including the Departments of Commerce, Defense, Energy, Homeland Security, State, and Treasury; the Centers for Disease Control and Prevention; and the National Nuclear Security Administration.\textsuperscript{48} This list is not exhaustive, and it is highly likely many more organizations suffered from the attack.


\textsuperscript{48.} Ingalls, “FireEye, SolarWinds Breaches.”
Just five days before it warned the public about the SolarWinds attack, FireEye announced that “a nation with top-tier offensive capabilities” had infiltrated its network and stolen the company’s suite of red team tools, which FireEye used to mimic potential adversary attack and exploitation capabilities as it developed more effective cybersecurity products. 49

In response to the SolarWinds attack, which gave the threat actors access to FireEye’s high-end security tools as well as sensitive information and critical cybersecurity infrastructure, analysts initially pointed to Russia as the source of the cyberattack. It took several months to collect the forensic evidence from the SolarWinds attack and understand the damage it had caused. Given the challenges in the attribution of cyberattacks, US authorities were initially cautious about announcing what group carried
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out the attack. In April 2021, however, the National Security Agency, the Cybersecurity and Infrastructure Security Agency, and the FBI released a joint cybersecurity advisory attributing the SolarWinds attack—and several others as well—to Russian Foreign Intelligence Service actors known as APT29, Cozy Bear, and The Dukes.50

Conclusion

The role of cybersecurity within CISR efforts presents particular distinctions and difficulties in several key areas. Dynamics such as rapidly changing technology, the nature and challenges of private-public cooperation, business-minded security investments, varied levels of experience among the workforce, and supply-chain problems combine to create a hyper-competitive landscape. These challenges simply illuminate the stark reality that there are limits to what and how much stakeholders can truly secure in critical infrastructure. Vulnerabilities change, threats evolve, and maintaining the necessary human capital in the workforce becomes increasingly difficult from year to year. The conflicts and frictions in the physical domain also exist in the cyber domain.

To sustain operations, government agencies try to regulate all possible aspects of critical infrastructure by focusing on the threats posed by malevolent forces. Well-written regulations, however, do not automatically address the requirements and expectations of the various critical infrastructure sectors nor do they facilitate much-needed technological improvements. The element of uncertainty also hinders the psychology required to make changes and preparations to enhance resilience. Additionally, cybersecurity teams are often severely short of personnel, and they suffer from limited training time to complete regular certifications and thus adapt to new technological developments and practices used by adversaries. Under these conditions, it is laborious to pursue CISR efforts with a traditional security mindset. Limited resources require new perspectives and practices.

The question of what mindset to adopt and how to do it, however, is one of the most challenging questions facing critical infrastructure stakeholders. In a recent interview, cybersecurity expert and business executive Dmitri Alperovitch offers a potential way ahead in forming a new cybersecurity perspective:

I’ve been saying for 10+ years that intrusions are inevitable, no one is immune, and everyone needs to start thinking about this in terms of “we will likely get breached, we will likely get compromised, but how do we stop the damage from being done?” . . . The right way to think about security strategies going forward is to assume a breach, hunt continuously for any presence of adversaries on your network, and kick them out as quickly as possible.  

The cyber domain—and the increasing connectedness it brings to nearly all aspects of modern life—offers few clear borders or lines of defense to keep adversaries away. This situation creates an ambiguity that requires critical infrastructure stakeholders to adopt new perspectives and implement new CISR policies that can survive and succeed under these conditions. The best possible alternative as the way forward to building more resilient and secure systems is to adopt a zero-trust mentality and “assume breach” mindset for the future. This new security mindset should focus on investment in human capital and improving the training, situational awareness, and overall capability of the critical infrastructure cybersecurity workforce.


Hybrid Threats to US and NATO Critical Infrastructure

Carol V. Evans

Protecting critical infrastructure is a vital, strategic security concern and challenge for the United States and the North Atlantic Treaty Organization. Adversaries are actively targeting critical infrastructure in the Allied member states—particularly the energy, transportation, information, communications, and the defense industrial base (DIB) sectors—as a potential means to undermine military capability, force projection, mobility, and sustainment.

To provide an understanding of adversarial hybrid threats to critical infrastructure and the innovative ways in which the United States and NATO are countering them, this chapter is structured in three sections. The first section addresses the evolution in the nature of the threat to critical infrastructure. The technological convergence between communications and information technology, with cyber connectivity to critical infrastructure systems, has shifted the threat paradigm from kinetic to a cyber and hybrid means of attack. This relatively recent development has created opportunities for adversaries to exploit vulnerabilities in the critical infrastructure upon which US and NATO armed forces depend. Section two provides an analysis of several hybrid threat vectors with the potential to attack, undermine, or compromise US and NATO warfighting, force projection, and sustainment capabilities. The first vector contains hybrid threats to the US homeland—in particular, the deliberate infiltration of the energy infrastructure which supports US installations and bases to interfere
with the military’s ability to deploy and sustain forward combat forces and equipment. A second hybrid threat vector is adversarial targeting of US and NATO logistics, with the potential to degrade US overseas force projection as well as NATO mobility and sustainment within the theater. The third hybrid threat stems from China’s strategic penetration, ownership, and control of key DIB infrastructure and supply chains in Europe via its Belt and Road Initiative and foreign direct investment activities. This vector provides an opportunity to undermine US and NATO interoperability and political unity. Finally, the chapter concludes by highlighting US and NATO measures to redress and mitigate these threats by investing in critical infrastructure security and resilience through organizational capacity building, policy frameworks, and implementation of host country baseline resilience requirements.

**Kinetic-Cyber-Hybrid Threats to Critical Infrastructure**

The nature of the threat to the critical infrastructure in the United States and NATO countries has evolved significantly from one that was based primarily on kinetic attacks by terrorist organizations to the exploitation of cyber and hybrid means by nation-states, proxies, and other adversaries. Beginning in 2001, there was a rapid escalation of high-profile attacks involving critical infrastructure in Allied countries by al-Qaeda and other terrorist organizations. These include the 9/11 attacks against the Pentagon and World Trade Center, the 2004 Madrid commuter and Atocha train station bombings, the 2005 London transport bombings, the coordinated series of terrorist attacks in Paris in 2015, and the Atatürk airport shootings and suicide bombings in 2016. All of these examples required the attackers to be present physically and to use kinetic means (see chapter 2 for an overview of physical terrorist threats and chapters 6 and 7 for greater detail on these examples and others against the civil aviation and rail sectors).

The emergence of cyberspace, however, has provided a new delivery mechanism that has increased the speed, frequency, and power of attack against US and NATO critical infrastructure. The effectiveness of cyber tools has been augmented by the rapid interconnectivity of information and communication systems with critical infrastructure systems, including the rollout of the Internet of Things and the creation of smart cities (see chapters 3 and 14 for in-depth discussion on cyber threats and actors, and recommendations for managing cybersecurity risks). As the then US Director of National Intelligence, Admiral Dennis Blair, observed, “The growing connectivity between information systems, the Internet, and other infrastructures
creates opportunities for attackers to disrupt telecommunications, electrical power, energy pipelines, financial networks, and other critical infrastructure.”1 This information-communications-digital-cyber revolution—consisting of the interdependent networks of informational technology infrastructures (hardware, software, data, and protocols) and information (the Internet, telecommunications networks, computer systems, and embedded processors and controllers)—created an attack vector by which the cyber realm has now become the favored, go-to weapon by adversaries of the United States and NATO. For adversaries, the cyber domain provides anonymity and lower risk of detection and personal injury, and requires few resources to access a wide range of diverse targets—all with the ability to operate from nearly any geographic location. Hence, the proliferation in cyberattacks against US and NATO infrastructure, as it is possible to attack strategic targets with minimal exposure without physically being present or having to confront defensive forces.

These attacks are increasing in regularity and sophistication by China, Russia, Iran, and North Korea. According to US intelligence sources, China “presents a persistent cyber . . . attack threat to our core military and critical infrastructure systems,” while Russia “poses a cyber espionage, influence, and attack threat to the United States and our allies,” and “. . . is now staging cyber-attack assets to allow it to disrupt or damage US civilian and military infrastructure during a crisis.”2 Operation Cleaver—an extensive, global surveillance and infiltration campaign—has been attributed to Iran. The targets of this campaign included oil and gas, energy and utilities, mass transportation, airlines, airports, hospitals, telecommunications, DIB, chemical companies, and government and military networks in NATO countries: Canada, France, Germany, Türkiye, the United Kingdom, and the United States.3 Among the world’s most sophisticated threat groups, North Korea’s Reconnaissance General Bureau—commonly known as the Lazarus Group or APT38—has launched spear-phishing attacks against employees of American energy, aerospace, and technology companies, as well as the US Departments of State and
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Defense. The group was also responsible for the 2017 WannaCry ransomware attack, which brought the UK National Health Service to a halt. In 2021, the US Department of Justice charged three North Korean computer programmers affiliated with APT38 with a range of high-profile cyberattacks. Of note, North Korean cyber teams have recently targeted financial institutions and virtual currency exchanges to generate funds to support the country’s ballistic missile program.

Russia's invasion and annexation of Crimea in 2014 and support for a separatist insurgency in eastern Ukraine led to the emergence of “hybrid warfare” and other terms such as “grey zone conflict,” and “unrestricted warfare” to describe what was considered to be a new form of warfare. Hybrid warfare has also been applied to Russian activities in Georgia and in the Baltic countries of Estonia and Latvia (both members of NATO and the European Union). Such activities triggered concern “that Russia will seek to use the Russian minority to gain influence in the Baltics, use covert action to seize territory, use subversion to justify a conventional attack, or otherwise use deniable or covert means to gain influence in the Baltics and undermine the EU and NATO.” Implicit in these hybrid warfare examples is the inherent ambiguity of Russian actions that would impede a timely and coordinated response from NATO, thereby undermining its credibility and commitment to the eastern Allies and effectively giving Russia veto power over Euro-Atlantic enlargement.

The concept of hybrid warfare has spawned a lively debate in recent years among military strategists and academics, with many experts contending that there is nothing new in this type of warfare and that its analytic utility


should be contested. Indeed, NATO has moved away from the use of hybrid warfare to the larger construct of hybrid threats. Under this rubric, hybrid warfare is a component in a range of hybrid threat activity. The latter is not expected to trigger Article 5 of the Washington Treaty. According to NATO, hybrid threats:

combine military and non-military as well as covert and overt means, including disinformation, cyberattacks, economic pressure, deployment of irregular armed groups and use of regular forces. Hybrid methods are used to blur the lines between war and peace, and attempt to sow doubt in the minds of target populations. They aim to destabilize and undermine societies.

In this respect, the hybrid threat concept underscores the systemic vulnerabilities of democratic states by revisionist adversaries and authoritarian states, which require countermeasures involving a whole-of-government approach and civil-military cooperation.

Hybrid threats provide a useful framework to understand why critical infrastructure is increasingly weaponized by US and NATO adversaries. Infrastructures are attractive targets to coerce, intimidate, and apply pressure on a target state, as demonstrated by Russian cyberattacks against Ukraine's electric grid in 2015 and 2016, and against a range of critical infrastructure in the days and hours before Russia's invasion of Ukraine in February 2022. Adversaries can also use kinetic means to achieve those effects without necessarily engaging in open military activity. A good example of this type of hybrid threat occurred in 2017, when Russian naval ships hindered the installation of an undersea electricity cable between Sweden and Lithuania by obstructing the Nordbalt cable-laying vessels. The power cable was laid to increase energy supply in both countries and to facilitate the exchange of power between the Baltic and Nordic electricity markets, thereby decreasing their combined
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energy dependence on Russia. The next section will showcase how adversaries use myriad hybrid threat vectors to create and then leverage civil-military infrastructure dependencies in ways that have deleterious impacts to US and NATO military power.

Prepping the Battlespace: Weaponizing Critical Infrastructure to Challenge US and NATO Military Supremacy

The deterrent value of US and NATO forces is critical. Deterrence is based not just on credible military capabilities, force structure, and force projection but on the ability of critical infrastructure in the United States and NATO member states to support short-fused response, reinforcement timelines, and means of sustainment. Penetrating, disrupting, controlling, and destroying key global critical infrastructure is an advanced instrument by adversaries to degrade NATO missions and operations. This section will examine three areas where adversaries are deploying hybrid threats against critical infrastructure in the United States and Europe to undermine such supremacy.

Hybrid Threats to the US Homeland and Warfighting Capabilities

Adversaries—in particular Russia and China—are deliberately and effectively targeting the energy infrastructure, especially US electric grids, necessary to support US military installations and bases to compromise future warfighting capabilities. The electric grid is the key lifeline sector that powers all other civil-military infrastructure sectors: water, sanitation, communications, and transportation. Kinetic attacks on the US power grid have been considered by Russia and China within the context of preemptive first-strike capabilities. Cyberattacks, however, are the primary means to strike US—and NATO host country—grids, because modern power grid interconnections rely on complex supervisory control and data acquisition (SCADA) systems, as well as use of new communication and network technologies, that provide back door access for potential adversaries. It is instructive to briefly examine Russia’s cyberattacks on Ukraine’s electricity grid as these attacks enabled Moscow to test, prove, and refine


its cyber warfare capabilities for future employment in the United States (see chapter 5 for more thorough examination of these cyberattacks).

The linkage between critical infrastructures as an instrument of hybrid warfare has been on open display in Ukraine where a Russian cyber army closely affiliated with the Kremlin has systematically attacked almost every sector of Ukraine’s infrastructure since 2015. These attacks were set against the backdrop of Russia’s illegal annexation of Crimea in 2014 and continued military clashes in the eastern Donetsk and Luhansk regions in Ukraine. Most notable were the attacks against Ukraine’s electric grid in December 2015—which left large parts of the capital city, Kiev, and the western region of Ivano-Frankivsk in the dark—followed by another, more technologically sophisticated attack in 2016 against one of Kiev’s transmission substations. These cyberattacks were attributed to a Russian group known as Sandstorm, which deployed its BlackEnergy malware to penetrate specialized computer architectures that are used for remotely managing physical industrial equipment and control systems. What was most worrying to cyber experts was that Sandstorm had already targeted NATO networks, and had compromised the computers of American and European electric and water utility companies with the same Trojan malware. This malware provided the group with enough control to induce blackouts on US soil. As one cyber forensic expert forewarned, “An adversary that had already targeted American energy utilities had crossed the line and taken down a power grid [in Ukraine]. It was an imminent threat to the United States.”

In March 2018, the US Federal Bureau of Investigation and the Department of Homeland Security confirmed that Russian government cyber hacker teams had actively “targeted government entities and multiple US critical infrastructure sectors, including the energy, nuclear, commercial facilities, water, aviation, and critical manufacturing sectors.” The Russian cyberattack teams included Sandstorm, Dragonfly, and Palmetto Fusion, with some attributed to gaining remote access to actual industrial control systems and US energy sector networks, including a Kansas nuclear power


facility.\textsuperscript{17} Cyberattacks against the US power grid have continued. For instance, the threat group known both as Xenotime and Triton has compromised electric facility safety systems to cause potential plant disruption and damage. According to a researcher at the US cybersecurity firm Dragos, surveillance of the US electric grid is “indicative of the preliminary actions required to set up for a future intrusion and potentially a future attack.”\textsuperscript{18}

Cyberattacks have not been limited to Russian perpetrators only. China is also assessed to have the ability to shut down the US power grid through a cyberattack. In 2014, the then Commander of US Cyber Command and Director of the National Security Agency, Admiral Michael Rogers, testified that the United States had detected malware from China on US systems, which enabled Beijing “to shut down very segmented, very tailored parts of our infrastructure.”\textsuperscript{19} Mandiant, a cybersecurity firm, also confirmed that hackers working on behalf of the Chinese government were actively penetrating American public utility systems that service everything from power generation to the movement of water and fuel across the country.\textsuperscript{20}

Hybrid threats against US energy infrastructure have come at a time when a number of factors leave this infrastructure more vulnerable. In the United States, most electricity consumed by military installations is sourced from the commercial power grid. In recent years, these military bases have been used to conduct specialized warfighting activities, intelligence processing, exploitation and dissemination, and networked real-time communications for command and control. These activities have greatly increased US military dependence on energy, particularly electric power.

Decades-long underinvestment in US base facilities—combined with this increased reliance on privately owned infrastructure largely outside of the military’s control—is a major compounding factor that provides another source for adversarial exploitation. Increasing geographic


concentration of infrastructure is one such factor. For example, over 31 percent of US naval ship-building and repair capacity is in and around Norfolk, Virginia. 21 Department of Defense (DoD) installations and associated infrastructure depend on continuous, assured power to support missions and operations both in the continental United States and abroad. Any extended loss of power is what has been acknowledged as a glaring national security Achilles’ heel. America must expect adversaries to target and attempt to disrupt its power grid, with potential cascading and escalating failures in transportation, telecommunications, and other critical infrastructure services upon which the US military depends (see chapter 12 for further explanation of these interdependencies and potential failures as well as the necessity of building resilience strategies that sufficiently account for them).

As one former senior DoD official conceded, “The smart thing to do is to maneuver around those forces, attack the critical infrastructure, the facilities here in the United States on which we depend to deploy, operate and sustain our forces abroad.” 22 The willingness and ability of adversaries to deploy destructive cyber weapons in future warfare with the United States have immense national security implications. Of immediate concern is the threat to US deterrence and intrinsic force projection capabilities, for: “[i]t does not matter how capable, how well trained or how advanced a nation’s forces are if they can’t get to the front in time.” 23

Hybrid Threats to US and NATO Mobility and Sustainment Operations

Our deterrence and defense posture is underpinned by credible forces, both in-place and ready for reinforcement within Europe and from across the Atlantic.

—2018 NATO Brussels Summit Declaration


NATO . . . must invest in its ability to monitor and defend against any Chinese activities that could impact collective defense, military readiness or resilience in the Supreme Allied Commander Europe’s (SACEUR) Area of Responsibility.

—NATO 2030: United for a New Era

The ability of the United States and NATO to project forces depends on mobility and sustainment, the latter of which is underpinned by secure and robust logistics. As the United States and NATO gear up to meet great power competition with Russia and China, strategic mobility to project and sustain military forces into these respective theaters will be critical. Further, strategic mobility is at the heart of a credible deterrence posture, and, in this new hybrid threat environment, the capacity to project forces is vulnerable. Mobility begins with military facilities in the continental United States and does not end until the troops and equipment are postured forward and prepared for operations in theater. Indeed, the ability of the United States to mobilize its military capability for rapid response to crises, conflicts, and wars is what makes NATO credible as well.

This section analyzes how adversaries are identifying key US and NATO war-supporting logistics infrastructure and mobilization nodes to disrupt the timely preparation, deployment, and sustainment of military forces and material from the US homeland, as well as within NATO’s member states. It first examines how adversaries may use hybrid threats to disrupt the projection of US military forces beyond North America and degrade the ability of the United States to conduct a sustained NATO war effort by targeting critical infrastructure.

Adversarial targeting of war-supporting infrastructure is not new. The Soviet Union understood that military personnel and supply reinforcements from the US homeland would prolong any future conflict in the European theater, resulting in a favorable disposition for NATO. Accordingly, Soviet military and intelligence establishments focused on damage to the US mobilization base and supporting infrastructures, including US military facilities and naval bases, commercial ports, railways, other transportation nodes, and lifeline infrastructure sectors. The Soviets conducted assessments of how US forces prepared for strategic deployment from the United States, what they mobilized, what kind of resources were required to transport and sustain deploying troops, and what military and civilian entities were involved
in that coordination. An open-source modeling assessment conducted by Argonne National Laboratory highlighted that successful attacks on US critical infrastructure would have serious military disruption impacts, including longer movement times, effective loss of assets, and shortfalls in critical skills and material.

While the then Soviet Union mapped out the US DIB logistics infrastructure for kinetic targeting purposes, today’s adversaries have the capability to carry out attacks through hybrid threat modes. This ability means the US homeland can no longer be considered a sanctuary, and adversaries have the strategic reach and means to attack key nodes and dislocate force projection activities. Today’s contested deployment environment is one in which national security policymakers and military planners can no longer assume logistics can arrive in the European theater unchallenged.

A contested environment becomes even more problematic given that forward-deployed US forces in Europe—with their rotational and force posture rebalancing requirements—are insufficient, which places an even larger premium on the need for rapid reinforcements of troops, munitions, and material. Yet, deploying military capabilities while under attack is a scenario for which the US defense and homeland security establishments remain largely underprepared. Indeed, a recent study suggests that since the United States has not had “a comprehensive strategy to protect its civilian population and defense industrial base, or to mobilize and sustain the nation during time of war” since 1993, “America risks losing its next war with one or more major nation states.”

Compounding these challenges are significant critical weaknesses in US transportation and logistics infrastructure that undermine its force projection and sustainment capabilities and provide additional threat vectors to be exploited by adversaries. One such weakness is a near-term, crippling shortfall in strategic mobility, which has been recognized as an unacceptable risk in force projection. At present, US Transportation
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Command (USTRANSCOM)—the functional combatant command responsible for providing air, land, and sea transportation to meet US mobility needs—has sufficient transport aircraft to lift only one armored brigade combat team, with its roughly 5,000 troops and several hundred military vehicles, to a theater of operations. The picture is equally dismal for US strategic sealift capacity, as 70 percent of the organic fleet will be over 60 years old in 2034.28

In addition to an aging organic sealift fleet, TRANSCOM acknowledged that a reduction in US-flagged vessels, insufficient naval escorts, and a dwindling merchant marine fleet and seamen, are other competing, deleterious factors to strategic sealift capacity.29 In 2018, the US Army warned the House Armed Services Committee that the nation’s surge sealift capacity—which the Army and Marine Corps would rely on to transport up to 90 percent of their equipment in support of a major war or crisis—would fall below its requirement by 2024.30 The Army noted in its information paper to the Committee that these sealift capacity shortfalls “undermine the effectiveness of US conventional deterrence as even a fully-resourced and trained force has limited deterrent value if an adversary believes they can achieve their strategic objective in the window of opportunity before American land forces arrive.”31

TRANSCOM’s mobility mission is heavily reliant on private sector commercial air, ground, and maritime transportation providers, which are very vulnerable to cyberattacks and energy disruptions. In his 2018 Senate testimony, General Darren McDew, the then commander of TRANSCOM, noted that its “logistics enterprise is more susceptible to these malicious [cyber] activities than other military organizations based on our unique relationships with commercial partners.”32 This vulnerability is especially apparent as 90 percent of TRANSCOM’s military logistics and global operations are executed on unclassified commercial networks.33 The Russian-launched

32. Posture of United States Transportation Command, 18.
33. Posture of United States Transportation Command, 18.
NotPetya cyberattack in 2017 is instructive on potential future risks to TRANSCOM. This cyberattack, which originally targeted Ukraine, had the unintended effect of bringing one of TRANSCOM’s major transport providers, Maersk, and its entire global port, shipping, logistics, and container operations to a halt for more than 10 days. Over 76 ports and 800 vessels were affected and cost Maersk an estimated $300 million to bring back its network systems. The disruptions to global supply chains caused by the NotPetya attack were enormous. See chapter 5 for more detail on the nature and impacts of the NotPetya cyberattack.

Hybrid Threats from the People’s Republic of China

Turning to the threats to NATO mobility and sustainment operations in the European theater, increasing analysis needs to be directed at Chinese hybrid activities and, in particular, to General Secretary of the Chinese Communist Party Xi Jinping’s signature Belt and Road Initiative (BRI). Significant investments in Europe’s maritime infrastructure have been channeled through the BRI’s twenty-first-century Maritime Silk Road, which consists of three blue water passages and massive investments in port infrastructure, including deep seaports and facilities, industrial free-trade zones, energy storage, pipelines, and refining facilities. The People’s Republic of China (PRC) contends that the Maritime Silk Road is needed to secure its sea lanes of communication and trade routes for its energy, natural resources, and supply chain needs.

Two of the Maritime Silk Road’s blue water passages, the China-Indian Ocean-Africa-Mediterranean passage and the China-Europe-Arctic Ocean route, are being developed to link and expedite trade and investment from China into Europe, the PRC’s largest trading partner. Within Europe itself, China has rapidly expanded its port facility and terminal operations portfolios. Major Chinese port infrastructure projects include the Italian ports of Trieste, Venice, and Ravenna; the Slovenian port in Capodistria; and the Croatian port in Fiume. Additionally, Chinese state-owned companies—led by China Ocean Shipping Company (COSCO), the world’s fourth-largest container shipping fleet—have acquired controlling and minority stakes in 13 European ports. In Zeebrugge, Belgium’s second largest port, COSCO owns 90 percent of the country’s only terminal operator. In Spain, COSCO has a 51 percent stake in and managerial control of the largest terminal in Valencia as well as a 40 percent stake in Noatum.

Container Terminal in Bilbao. It also has minority stakes in other terminals in Antwerp, Las Palmas, and Rotterdam. Together these ports account for roughly 10 percent of Europe’s shipping container capacity.\(^{35}\)

Massive PRC investments in both the port infrastructure and port operations of Piraeus, Greece, have drawn attention and consternation by some EU and NATO observers. Piraeus is the only deepwater port in the eastern Mediterranean that has the capacity and infrastructure to allow the transshipment of cargo and the harbor depth to allow the docking of very large container ships. It has a major strategic advantage for container shipping over the northern European ports of Hamburg and Rotterdam because Piraeus’s location reduces a week of transit time from Asia at a cost savings of roughly $2 million per trip.\(^{36}\) Of note to the United States and NATO, Piraeus is also Greece’s largest naval base as well as a hub for NATO and the US Navy’s Sixth Fleet operations in the Mediterranean Sea.

China recognized the geostrategic value of the port of Piraeus, which Xi Jinping refers to as the “head of the dragon.” In 2016, just six years after its initial investment, COSCO became the majority stakeholder in container terminals in Piraeus, operating two of the ports’ three terminals via its subsidiary, Piraeus Container Terminal.\(^ {37}\) COSCO also has operational control of the third terminal via its majority stake in Piraeus Port Authority, which increased from 51 to 67 percent following a recent amendment to the 2016 agreement.\(^ {38}\) Piraeus is slated to become the Mediterranean’s biggest container port and a major global transshipment node based on the entrepôt model of Singapore.\(^ {39}\)

China’s Maritime Silk Road investments in the port of Piraeus have raised alarm in Brussels regarding the susceptibility of financially
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weaker EU states to foreign influence and coercion. These investments—and other BRI investments discussed later in this chapter—also spurred the need to develop a coherent foreign investment review framework at the EU level, and the enactment of more stringent foreign investment screening measures to monitor acquisitions of strategic critical infrastructure in EU member states.

For NATO, however, there are many more concerning security implications arising from PRC investments in European ports. Of immediate importance is assured access to European port infrastructure and facilities needed to deploy, move, and sustain NATO troops and material quickly and over time in a crisis, conflict, or war. According to one NATO observer, PRC control over European maritime infrastructure “could decrease allies’ willingness to move military forces—including sensitive technologies—through the port and its surrounding networks. This could lead to disrupted planning and fewer military exercises, decreasing NATO’s ability to defend the Baltic States during a crisis with Russia.” Of further note is the reliance on special deepwater facilities required for vessels of the US sealift force. The denial of or impediment to such port access would have a deleterious impact on US force projection capabilities from the homeland as well. Of major concern is that NATO lacks detailed situational awareness of PRC ownership and control of maritime infrastructure and transportation nodes in Europe as well as an understanding of how such activity could impede the Alliance’s mobility capabilities.

The larger geostrategic issue for NATO regarding the relationship between targeted PRC commercial investments in port infrastructure and control of global port operations is the desire by Beijing to create so-called “strong points” to enable the naval expansion of the People’s Liberation Army (PLA) and support future Chinese naval expeditionary warfare capabilities. The PLA navy has enlarged its operations in the Mediterranean and Baltic Seas, and the Arctic region over the past decade. Chinese investments in ports in the Mediterranean Sea, Baltic Sea, Indian Ocean, and along Africa’s coastline attend to possible PLA navy basing access, but also offer the potential for sabotage, surveillance, and intelligence collection
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of allied military vessels and operations that routinely use and rely upon these ports.

PRC control over European and Baltic port infrastructure may enable enhanced Sino-Russian military and naval cooperation. Since 2012, China and Russia have held an annual bilateral naval exercise known as “Joint Sea.” The intent of this exercise series is to improve tactical and operational capabilities, conduct Joint operations, and increase interoperability between the Chinese and Russian navies. Recent Joint Sea exercises have been held in controversial locations—including the Mediterranean Sea (2015), South China Sea (2016), and the Baltic Sea (2017)—reflecting Beijing’s and Moscow’s respective support for each other’s key security priorities.42

These developments have prompted NATO to move mobility and logistics to the forefront of operations regarding force posture and sustainment capabilities. The 2018 NATO Brussels Summit provided a definitive declaration of the importance of force projection, mobility and sustainment: “We are committed to strengthening our ability to deploy and sustain our forces and their equipment, throughout the Alliance and beyond, and aim to improve military mobility by land, air, or sea as soon as possible, but no later than 2024.”43 As a result, two new NATO commands have been established.

First, Joint Force Command (JFC-NF) in Norfolk, Virginia, became operational in 2020. Its mission is to ensure and protect sea lines of communication and security in the Atlantic Ocean, given the increasing presence of Russian submarine activity and future PLA Navy activities in the North Atlantic. Second, NATO established the Joint Support and Enabling Command (JSEC) in Ulm, Germany, under the operational command of SACEUR to support, coordinate, and safeguard rapid movement of troops and equipment across European borders.44 According to NATO spokesperson Oana Lungescu, “The new command in Ulm will help our forces become

Hybrid Threats to US and NATO Critical Infrastructure

more mobile and enable rapid reinforcement within the Alliance, ensuring we have the right forces in the right place at the right time.\footnote{45}

In addition to creating JFC-NF and JSEC, NATO has significantly expanded its exercises to focus on logistics as a domain of warfare. Exercise Trident Juncture in 2018, for example, was the largest NATO exercise since the Cold War and was intended to showcase the Alliance’s ability to respond together in an Article 5 operation.\footnote{46} The recent exercise Steadfast Defender 21 tested NATO readiness and military mobility from North America to the Black Sea region, involving both JFC-NF and JSEC. The intent of this exercise—which deployed a division-size force from the United States to Europe, required those forces to pull equipment from Army prepositioned stocks in Europe, and then move the personnel and equipment across the theater to multiple training areas—was to test the rapid reinforcement by North American forces using a scenario that involved denial of access of critical European ports.\footnote{47}

The US European Deterrence Initiative—known as the European Reassurance Initiative until 2018—has been another important mechanism by which the United States has enhanced the forward presence and sustainment of its forces in Europe.\footnote{48} The primary focus of the European Deterrence Initiative has been “in resilient joint reception, staging, onward movement, and integration (JRSOI) which has resulted in infrastructure improvements to airfields and other transportation nodes as well as prepositioning of supplies.”\footnote{49} In concert, the EU—in coordination with NATO—is addressing host nation military logistics through a Permanent Structured Cooperation project focused on enhancing military mobility and ensuring the movement of troops and equipment efficiently across European borders.\footnote{50}


\footnote{47. “Exercise Steadfast Defender 2021 to Test NATO Readiness and Military Mobility,” NATO (website), May 6, 2021, https://www.nato.int/cps/en/natohq/news_183459.htm.}
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Hybrid Threats to the US and European Defense Industrial Bases

China, in particular, has made it a national goal to acquire foreign technologies to advance its economy and to modernize its military. . . . It is comprehensively targeting advanced US technologies and the people, the information, businesses and research institutions that underpin them.

—Kari A. Bingen, 2018
the then US deputy undersecretary of defense for intelligence

To achieve this national goal, China has used an effective combination of industrial, trade and investment policies. China analysts have largely focused on the PRC’s illicit means to acquire these technologies through espionage, cyber operations, evasion of US export control restrictions, and through coercive intellectual property sharing requirements on foreign companies investing in the Chinese market. Only recently has the focus turned to Chinese overseas strategic investments—assisted by Beijing-backed investment vehicles, such as the China Investment Corporation, and massive sovereign wealth funds—in the DIB sectors of the United States and NATO member states. Beijing has employed three investment tools: foreign direct investment and acquisitions of US and European dual-use companies; BRI infrastructure investments, particularly in the Baltic states and southern European countries; and the promotion of Chinese state-owned and private sector champions to dominate key markets—especially in telecommunications—as part of Beijing’s “Go Out” strategy. Taken together, these activities are potential hybrid threats for the United States and NATO as they have the net effect of the PRC gaining access and control over key DIB infrastructure in a crisis. There is also the longer-term creation of strategic dependencies that enable coercion, intelligence exploitation, and the means to divide Europe and weaken Alliance solidarity.

Regarding Chinese foreign direct investment and acquisitions in the European DIB, examples include the 2008 takeover of the British firm Dynex Semiconductor by a subsidiary of the large state-owned China South Rail. This takeover enabled the PLA to manufacture

insulated-gate bipolar transistor semiconductors—a critical component in electromagnetic aircraft launch systems used for the PLA Navy’s next-generation aircraft carriers and railguns.\(^{52}\) Another high-profile example from 2016 was the PRC Midea Group’s acquisition of the robotics firm Kuka, a key player in Germany’s industry 4.0.

Beijing has also made significant investments in southern European power grids. For example, the State Grid Corporation of China (SGCC) has invested heavily in grid operators in Portugal and Italy. In 2012, the SGCC became the primary shareholder in Redes Energéticas Nacionais, Portugal’s national grid company, making it the dominant shareholder in the Portuguese power grid. Likewise, another Chinese state-owned enterprise, China Three Gorges, has sought to take control by increasing its 23 percent stake in Energias de Portugal, the largest Portuguese power utility company whose assets include the Alqueva Dam. In 2014, the SGCC took a stake in Italy’s CDP Reti, which owns gas and power transmission networks, and in 2017, it purchased 24 percent of ADMIE, an independent grid operator in Greece. With these strategic purchases, Beijing controls large interconnections of the southern European grid.

Of note, power grid acquisition strategies of Chinese state-owned actors have not been as successful in northern Europe. For instance, efforts to buy 14 percent of Eandis, a Belgian distributor of gas and electricity, and a 20 percent stake in Germany’s high-voltage energy network, 50 hertz, both failed.\(^ {53}\) As the world’s premier supplier of transformers, China poses the problem of supply chain dependency and integrity concerns for US and European grid security. In 2020, the then President Donald Trump issued Executive Order 13920, “Securing the United States Bulk-Power System,” focusing on the corruption of supply chains for transformers and other bulk power equipment and the danger of adversaries using compromised equipment to cut off the flow of power to defense installations and other critical government facilities.\(^ {54}\)

Both Russia and China have also used foreign investments in strategic geographic locations for intelligence gathering on US and NATO critical infrastructure.
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Evans

military movements. A telling example is the Russian-owned real-estate company in Finland, Airistons Helmi, which was created to house Russian personnel and large transport platforms in a strategically important area of Finland’s archipelago. Airistons Helmi is also conveniently located along the major transit strait for cargo vessels, near a basing location for Finnish naval combat vessels, and in the vicinity of key seabed communication cables. Similarly, in 2016, the Anbang Group—a Chinese company with close connections to Beijing—attempted to purchase the iconic Hotel del Coronado on Coronado Island in San Diego, which is home to several key US Navy facilities on the Pacific coast, such as Naval Amphibious Base Coronado, Naval Special Warfare Command, and Naval Air Station North Island, home of Carrier Strike Group 1. Across the Atlantic in Scotland, another Chinese company purchased Rosslea Hall hotel, just a few miles from Faslane, which is the home port to the entire UK fleet of four Vanguard-class ballistic missile nuclear submarines—the sole UK nuclear deterrent—as well as eight nuclear-powered attack submarines.

Recent analyses have focused on deleterious PRC investments in European CI under China’s BRI. Under the overarching BRI umbrella, China launched the 17+1 Initiative that includes 12 EU member states and five Balkan countries, with major infrastructure loans going toward the construction of high-speed rail networks, port infrastructure, telecommunications, bridges, and highways. Despite being NATO members, several southern European countries—in particular Italy, Greece, and Portugal—have joined the BRI, providing China with critical gateways and a trans-Eurasian bridgehead to the EU market. Arguably, Chinese BRI investments in Europe are part of a deliberate strategy by Beijing to target the economically weaker EU and NATO members, and draw them into China’s orbit. In addition, the PRC’s Digital Silk Road undersea telecommunications cables connecting China to Europe have raised the specter of NATO host country communications dependencies on a near-peer competitor. Undersea cables have significant strategic importance. Roughly 400 undersea cables carry 98 percent of international Internet data and telephone traffic around the world. US companies have largely owned and operated these telecommunications links, providing a sense of security to the United States and Allies

that are concerned about sabotage or surveillance. China’s Huawei Marine and Hengtong Optic-Electric Company—of which Huawei Technologies is the third-largest shareholder—are building the highly sensitive “Peace” cable that will travel over land from China to Pakistan, then undersea via the Horn of Africa to its termination in the port city of Marseille, France. Huawei Technologies is also making the equipment for the Peace cable landing stations and its underwater transmission gear. This strategic positioning provides the PRC national telecommunications giant with the ability to divert or monitor data traffic, or, in the event of a conflict, to sever links to nations. 58 One example of this vulnerability in undersea communications is the Arctic Connect data cable, which will link Asia and Europe through the northern sea route along the Arctic coast. Reflecting this global security concern, the then US Secretary of State Mike Pompeo urged the international community to “ensure the undersea cables . . . are not subverted for intelligence gathering by the People’s Republic of China at hyper scale.”

China’s strategic penetration of key DIB infrastructure sectors through the promotion of its state-owned enterprises and national champions—especially in 5G telecommunications—has enormous potential to erode the US and European DIB, and create vulnerable supply chain dependencies. Huawei’s recent bid to provide 5G information and communications technology networks in the United States and Europe is highly relevant and poses several security concerns for NATO in part because 5G networks are also far more vulnerable to cyberattacks than their predecessors. 60 For example, should the United States and Europe be dependent on China to provide a key dual-use DIB infrastructure? Through its control of the world’s wireless and telecommunications backbone, will the PRC use 5G as a “Trojan horse” for commercial and military espionage and hybrid threat purposes?

Dependency on PRC 5G supply chains raises the additional issue of system and component vulnerabilities. The recent SolarWinds intrusions into US government and private sector networks that were accomplished through compromised software supply chains highlight this exact

58. Atlantic Council, China Plan, 66.
vulnerability. The United States and NATO are highly cognizant of the vulnerability of defense supply chains containing material made in China as well as the consequences of PRC technology embedded in communications systems, especially as most military communications are carried over commercial telecommunications infrastructure. Indeed, the most recent US National Counterintelligence Strategy emphasizes that adversaries are targeting supply chain vulnerabilities and conducting other pre-attack operations so that they can “exploit, disrupt and damage US and Allied critical infrastructure and military capabilities during a crisis.”

In the United States, the Trump administration’s response to Huawei efforts to dominate the US 5G market was swift and decisive. It banned Huawei from all federal contracts for telecommunications equipment and services, and US government contractors were prohibited from doing business with Huawei as well. The US Department of Justice filed formal charges of fraud, obstruction of justice, and theft of trade secrets against Huawei in January 2019. The Trump administration also exerted considerable political pressure on its allies within the “Five Eyes” intelligence community—comprised of Australia, Canada, New Zealand, the United Kingdom, and the United States—to ban Huawei from their respective markets.

Concerned about the larger implications of Chinese investments and other adversarial activities involving the DIB infrastructure, the US Congress passed the Foreign Investment Risk Review Modernization Act of 2018, which expanded the powers of the Committee on Foreign Investment in the United States to prevent foreign adversaries from gaining control of defense industrial infrastructure assets. In 2018, the then president Trump issued Executive Order 13806, which mandated an assessment of the broader US DIB sector. That assessment concluded, “All facets of the manufacturing and defense industrial base are currently under threat, at a time when strategic competitors and revisionist powers appear to be growing in strength and capability.”

By contrast, Europe has been divided in recognizing and acknowledging the potential security vulnerabilities and dependencies created by Chinese investments in infrastructure. Even as Europe is awakening to the strategic
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implications of PRC investments, the approach to China from governments within the Alliance remains very uneven. In October 2019, the then chancellor Angela Merkel allowed China’s Huawei and ZTE greater market access into Germany’s 5G networks. Since Germany is both a key NATO Ally and China’s largest bilateral trading partner, Merkel’s decision has had multiple international security implications. One NATO analyst contends that it threatens NATO security and the operations of the US armed forces based in Germany, and contravenes US intelligence warnings.65

By leveraging its presence in Europe’s DIB infrastructure, Beijing has wielded powerful political influence and effective veto power within the EU on several occasions. Hungary and Greece, for example, sought to block any direct reference to China in an EU statement regarding the ruling by the Permanent Court of Arbitration in The Hague that struck down the PRC’s legal claims in the South China Sea.66 In another high-profile incident, Greece blocked an EU statement at the United Nations criticizing China’s human rights record.67 Sounding the alarm over the long-term implications of European BRI investments on EU unity, Sigmar Gabriel—the then foreign minister of Germany—warned, “If we do not succeed, for example, in developing a single strategy towards China, then China will succeed in dividing Europe.”68

The security and dependency of host nation critical infrastructure—such as data cables, 5G networks, electricity grids, transportation, and logistics infrastructures—on China has alarmed NATO. Chinese involvement in key infrastructure projects in Europe has raised concern and garnered increasing attention by NATO regarding Beijing’s intentions and the need for a shared Allied policy on China. On the occasion of NATO’s 70th anniversary meeting in London in December 2019, Secretary General Jens Stoltenberg warned, “What we see is that the rising power of China is shifting the global balance of power . . . we have to address the fact

that China is coming closer to us, investing heavily in infrastructure. . . .

So, of course, this has some consequences for NATO.” 69

A recent NATO report was more direct in identifying the potential consequences that adversaries’ ability to penetrate DIB infrastructure would have on NATO security: “The degree and impact of foreign direct investment in strategic sectors—such as airports, sea ports, energy production and distribution, or telecoms—in some Allied nations raises questions about whether access and control over such infrastructure can be maintained, particularly in crisis when it would be required to support the military.” 70

Incremental progress has been made recently with a new EU regulation establishing a framework for screening foreign direct investments in European critical infrastructure and technologies. In 2019, the EU established a foreign investment review framework on the grounds of security or public order but left individual member states with the authority for screening and decision making. 71 As with issues of energy security, NATO is grappling with dependency on European host country infrastructure and the vulnerabilities this dependency poses for logistics, secure communications, interoperability, and other requirements to enable mobilization, force projection, and sustainment.

**NATO Measures to Redress Vulnerabilities from Hybrid Threats**

NATO has developed a multifaceted and loosely coordinated approach to overcome the critical infrastructure vulnerabilities created by hybrid threats from adversaries. Initial Allied efforts have focused on building organizational capacity with the establishment of NATO Centres of Excellence (COE) to support critical infrastructure protection. Key examples include the COEs for: Defence Against Terrorism (Ankara, Türkiye) in 2004; Cooperative Cyber Defence (Tallinn, Estonia) in 2008; Energy Security (Vilnius, Lithuania) in 2012; and Maritime Security (Istanbul, Türkiye) in 2020. The activities of these centers have been bolstered by the work of the European COE
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In parallel, NATO has developed a much-needed policy framework for how to respond to hybrid threats to NATO’s collective defense. This policy was promulgated at the 2018 Brussels Summit. Per the summit declaration, NATO affirmed that while “the primary responsibility for responding to hybrid threats rests with the targeted nation, NATO is ready, upon Council decision, to assist an Ally at any stage of a hybrid campaign. In cases of hybrid warfare, the Council could decide to involve Article 5 of the Washington Treaty, as in the case of armed attack.”

NATO has also developed and deployed tools to strengthen critical infrastructure resilience among member states. NATO’s hybrid threat toolbox includes greater situational awareness through more deliberate intelligence and information sharing via the creation of a joint intelligence and security division at NATO headquarters in 2017, as well as other information-sharing mechanisms with the EU and the private sector. See chapter 11 for additional best practices in information and intelligence sharing. The Cooperative Cyber Defence COE has enhanced assistance for cyber defense through the deployment of mobile computer emergency response teams and better coordination of computer emergency and incident response capabilities between the EU and NATO. See chapter 14 for an overview of recommendations for improving cybersecurity capabilities.

Other initiatives have focused on analyzing NATO member states’ energy interdependencies and vulnerability to hybrid threats and interference, as well as mitigation measures to increase the resilience of energy infrastructure in Europe. See chapter 5 for discussion of these threats and of integrating Ukraine’s energy infrastructure into the European grid. NATO is increasingly using exercises and war games—such as Defender-21 and Locked Shields—to identify hybrid threats to critical infrastructure that would undermine NATO force deployment and logistics capabilities. Locked Shields, for instance, is an annual exercise that enables cybersecurity experts to enhance their skills in defending national information technology systems and other critical infrastructure under real-time attacks. Additionally, NATO has established counter-hybrid support teams to be utilized in a crisis or to assist in building national counter-hybrid capacities. NATO first deployed one
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of these counter-hybrid teams in November 2019 to assist Montenegro, then a new NATO Ally, in its efforts to mitigate critical infrastructure hybrid threat vulnerabilities.\textsuperscript{73}

Recognizing that NATO is dependent on host country critical infrastructure that is owned and operated largely by the private sector, recent NATO efforts have been concentrated on improving the resilience of Allied civilian infrastructure to respond to and recover from hybrid threats and attacks. Private-sector critical infrastructure owners and operators, driven by business models of cost, often have not invested in building redundancies or implementing cybersecurity measures, thereby making them vulnerable to hybrid threats—as a plethora of recent cyberattacks against key global critical infrastructure illustrates all too well.

The principle of resilience is established in Article 3 of the Washington Treaty, which identifies NATO’s first line of defense as the responsibility of each Ally to “maintain and develop individual and collective capacity to resist armed attack” through “continuous and effective self-help and mutual aid.”\textsuperscript{74} NATO recognizes that a higher level of national resilience is increasingly required in the dynamic hybrid threat environment as outlined above. At the 2016 Warsaw Summit, NATO announced the implementation of seven baseline country requirements for measuring and improving national resilience and civil preparedness. These requirements involve strengthening resilience in seven strategic sectors: continuity of government, energy, population movement, food and water resources, mass casualties, civil communications, and transport systems.\textsuperscript{75} To support this effort, NATO created resilience advisory support teams to provide expertise to help member states assess and build resilience.

These various measures have been tremendously important in bringing the twin issues of security and resilience of critical infrastructure to the forefront and engendering much-needed coordination between and among the EU, NATO, and individual states. NATO, however, still needs to decipher key host country infrastructure dependencies and identify where vulnerabilities in private or foreign ownership of critical national infrastructure could


impede its missions related to force projection, mobility, and sustainment operations in a contested hybrid threat environment. Identifying key mission functions to supporting critical infrastructure and their associated vulnerabilities is the approach that the department has implemented in the United States and that could be expanded to include NATO.

With the introduction of the Mission Assurance Strategy in 2012, there was a major paradigm shift from protecting defense CI assets toward strengthening the resilience of DoD missions. The strategy defines mission assurance as a “process to protect or ensure the continued function and resilience of capabilities and assets—including personnel, equipment, facilities, networks, information and information systems, infrastructure, and supply chains—critical to the performance of DoD MEFS [mission essential functions] in any operating environment or condition.” 76 Recognizing that over 90 percent of US infrastructure resides in the private sector, the strategy also calls for strengthening DoD partnerships with those commercial infrastructure owners and operators. The strategy has been augmented by other policy directives that require and provide all DoD services, departments, and agencies with guidelines and procedures for identifying, assessing, managing, and monitoring risks to strategic missions. 77

At present, mission assurance programs at the levels of the Joint Staff, the Office of the Secretary of Defense, and the Services apply to installations located in the continental United States and the supporting domestic critical infrastructure. Hence, there is a key opportunity for the DoD to collaborate with NATO to implement a mission assurance-based program that would provide a rigorous risk assessment and management framework, model and identify critical infrastructure dependencies using subject-matter expertise—such as Argonne National Laboratory—and provide well-proven mitigation measures to ensure critical infrastructure resilience and redundancy of vital nodes for NATO mission sets.

Conclusion

Adversaries are actively targeting US and NATO critical infrastructure to undermine military capability, force projection, mobility, and sustainment. In some cases, adversaries are penetrating this infrastructure to identify vulnerabilities for later exploitation, and in others, critical infrastructure is being weaponized as a form of hybrid threat. While the United States and NATO grapple with the challenges of this ongoing and future form of threat activity, partner countries are well-advised to learn from their experiences. Internationalization of investments and supply chains—coupled with rapid advances in communications, computing, artificial intelligence, and other technologies—is creating new global and regional critical infrastructure interdependencies. These new infrastructure interdependencies will place a premium on greater civil-military and public-private sector coordination.
European Energy and the Case of Ukraine

Theresa Sabonis-Helf

Developed states require a continuous influx of energy resources from either domestic or foreign sources. In wartime, the ability to supply fuel to the battlefield can be decisive. Even in peacetime, denial of energy resources can be catastrophic. Interruption of oil supply can cause transportation to grind to a halt; interruption of gas supply plunges societies into heating, electricity, and industrial crises; and interruption of electricity casts populations into darkness and silence. Although any supply disruption poses critical challenges, the vulnerability of electricity systems is increasingly urgent. Both the data intensity of everyday life and the societal effort to reduce greenhouse gas emissions are moving modern societies increasingly toward electrification.

While electrification is more important in the twenty-first century, the West’s electricity infrastructure remains a product of the twentieth century, posing new strategic challenges to collective thinking about security and resilience. Potential electricity interruption is becoming both increasingly catastrophic for urbanized areas and more attractive to actors seeking disruption. Simultaneously, the avenues for disruption are becoming greater; as systems become larger, “smarter,” and more internationally linked, the new
technologies being incorporated into the grid invite new avenues of attack.¹ The intertwined relationship between electricity security and cybersecurity calls for an understanding of critical infrastructure security and resilience (CISR) that recognizes both sets of vulnerabilities. Here, the case of Ukraine is instructive. Ukraine’s experience of energy security and cybersecurity in recent years reveals significant risks and offers insight into the North Atlantic Treaty Organization’s efforts to enhance civil preparedness and collective CISR among Allies and partners, including Ukraine. It also illustrates the complexities ahead.

The shift in demand of all energy toward electrical energy is evident in market and policy trends. In 2018, electricity accounted for 19 percent of total world energy consumption, but that number is rising rapidly. In its 2021 Net Zero by 2050 report, the International Energy Agency (IEA) noted that, if the world is to meet its climate change abatement goals, electricity should comprise nearly half of all energy by 2040.² This was a significant upward revision from its 2019 prediction that electricity would increase to between 20–31 percent by that date.³ Based on its stated policies, the European Union is expected to lead this transition. EU policies favor investing in cross-border electricity projects, and policies aiming for at least 30 million electric vehicles by 2030 have caused electric vehicle sales to triple since 2019.⁴

Substantial gains in efficiency, room for more renewable energy, and emissions reductions can all result from growing reliance on electricity grids, but this change also represents a shift in critical infrastructure risk. Drinking and wastewater systems, food, health care, communications, and financial services depend on reliable electricity. See chapter 1 for discussion of the relationship between lifeline sectors and other critical infrastructure sectors. In addition, the world faces rising demand for electricity from data centers, which already rank among the largest consumers of electricity.
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Experts estimate the global electricity demand of data centers will increase 15-fold by 2030.5 Further electrification of the fleet will make transport more dependent as well, and integration of grids increases the ability to spread vulnerabilities.

Although this shift toward electrification brings new risk, energy-importing states have demonstrated the ability in the past to meet new energy sector risks successfully. This chapter will offer a brief overview of the evolution of European concerns and approaches to securing energy supply, with an emphasis on the contemporary issues associated with securing power grids. Ukraine has suffered dramatic power grid disruptions in recent years, and Europe is pursuing a strategy of enhancing Ukraine’s energy security by tying its systems more closely to Europe—a strategy that necessitates significant shifts in policy and strategy for both Ukraine and the EU.

**Brief History of European Energy Security Concerns**

The security of energy supply has long been a strategic preoccupation of importing states. When Winston Churchill, the then first lord of the admiralty, announced his decision in 1911 to convert the Royal Navy from coal to oil battleships, he made a conscious decision to trade the security of domestic coal supply for the speed and flexibility of oil, even though it would be imported. He famously argued that “safety and certainty in oil lie in variety and variety alone.”6 Secure flow of supply—through multiple routes, numerous suppliers, and secure transport—has remained a military and foreign policy priority for European states ever since. In each era, energy supply crises sparked innovation and strategies for collective security. In World War II, Operation Pluto, a clandestine project to create and operate a cross-Channel undersea pipeline supplying petroleum, was critical to the success of the Normandy invasion, and set the precedent for undersea pipelines that are now a staple of energy transmission.7 Energy supply was a vulnerability for both
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sides, as historians offer ample evidence that the Axis powers both suffered from key vulnerabilities in oil and sought to disrupt Allied supply. ⁸

The first great shock to supply in peacetime was the 1973 oil crisis. The panic and price spiral that resulted from targeted reductions in supply led importing states to establish the IEA. Under the IEA treaty, members are obliged to create strategic reserves of oil, equal to 90 days of net oil imports, and share the reserves in crisis. ⁹ Although mandatory sharing of the reserves has been invoked only three times in the IEA’s history, maintaining strategic reserves has come to be regarded as a best practice.

In the wake of the Iranian Revolution, the world experienced a second oil shock in the 1970s, which led Europe to begin considering alternative fuels and embrace imported natural gas. With West Germany in the lead, Europe determined to build a natural gas pipeline from Siberia to Europe as a solution to the problem of overreliance on an unstable Persian Gulf. Despite US objections and equipment embargoes, the 3,300-mile pipeline with a capacity of 32 billion cubic meters per year was completed in 1984. ¹⁰ Europe pledged that it would not become more than 30 percent dependent on Soviet gas supply. This “acceptable level of dependence” became standard practice during the Soviet period and incentivized pursuit of gas pipeline imports from North Africa to supplement Soviet natural gas. According to energy scholar Thane Gustafson, economic necessity overcame political concerns for both the Soviets and Europeans. The Soviet Union, whose economy by the 1980s was collapsing from decades of centralized control, became as dependent on hard currency revenues from natural gas sales as Europe was on Soviet hydrocarbons. ¹¹ Moscow, aspiring to keep this essential market, safeguarded a reputation for reliability and proved to be a consistent, non-politicized supplier to states that paid world prices.

Europe enjoyed the advantages of natural gas, which creates less local pollution and greenhouse gases compared to other fossil fuels. It became popular for electricity as well as heat and industry, providing more flexibility
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for power producers. Unlike coal and nuclear power plants, electricity output from gas plants can be easily calibrated to meet fluctuating demand. Natural gas-fired power plants can therefore operate at a profit and with less financial risk across a wide range of demand scenarios, while sources such as coal or nuclear lose money if not operated close to full capacity. Gas plants also require less up-front capital investment and environmental permitting than coal, nuclear, and hydro plants and thus have much shorter lead times.

Given these advantages, it is not surprising natural gas began to dominate electricity production in Europe and was increasingly used in industry as well. Gas posed a new challenge, however, in terms of security. While oil supply could be secured by multiple routes, natural gas supply requires constant load and pressure, is more difficult to store than oil or coal, and—because it has to be managed across the supply chain—gives power to the transmission system operators.\(^\text{12}\) Energy scholar Margarita Balmaceda terms the problem networkness, or the “degree to which the overall functioning of the system may be dependent on the network working properly as a network.”\(^\text{13}\)

The degree to which Europe relied on a source that was highly network-dependent became evident with the 2004 expansion of the EU to include states that already had Soviet infrastructure tying them to Russia, and long-standing bilateral energy relationships with Moscow. By contrast to the European experience of non-politicized supply, the former Eastern bloc states had long experience with politicization of both price and supply. The Czech Republic, all three Baltic states, Hungary, Poland, Slovakia, and Slovenia each had long-standing energy relationships with Moscow, and Russia attempted to continue its bilateral, by-country approach, reinforced by annual contracts and old Soviet pipeline infrastructure. As time went on, and tensions rose with specific states, Russia found all of Europe getting involved in what it had previously seen as bilateral agreements. In addition, transit problems began to emerge. Territory that had been part of one former Soviet state now became multiple sovereign states, and the logistics and logic of transit became much more complex as each state pursued its own interests and faced its own transition challenges.

Russian disputes with Ukraine in the winters of 2005, 2006, and 2007—stemming from Russia’s disapproval of anti-Russian political actors, but also from Ukraine’s failure to pay for its contracted gas imports and disappearance


\(^\text{13}\) Balmaceda, \textit{Russian Energy Chains}, 64.
of gas from the strategic reserves—came to involve Europe. In December 2008, when bilateral negotiations broke down and Russia exited the talks vowing to reduce flows of gas to Ukraine, the ensuing crisis took 21 days to resolve. Murmurs of concern about energy vulnerability grew louder. By the end of this crisis, Europe resolved to find an approach that would limit Russia’s power in natural gas supply.\textsuperscript{14} NATO also responded, declaring a role for the Alliance in energy security at the Bucharest Summit in 2008 and establishing the NATO Energy Security Centre of Excellence in Vilnius in 2012.\textsuperscript{15}

In 2009, Europe undertook significant changes to laws governing energy trade between Russia and Europe. Recognizing the challenge of \textit{networkness}, the EU adopted legislation known as the Third Energy Package to connect European energy markets in new ways and reduce Moscow’s ability to pressure a single member. In addition, the EU designated gas and electricity as priority areas for active intervention in infrastructure development.\textsuperscript{16} At the time, many European states lacked interconnectors, which would enable them to supply each other with gas in a crisis. Establishing such an interconnector system became a critical component of limiting Moscow’s ability to shut off natural gas to select countries. Prompted by the first European directive on the security of gas supply, inter-European interconnection capacity significantly improved—increasing 18 percent between 2009 and 2017—as Europe invested in four new cross-border pipelines and converted nine existing lines to two-directional interconnections during this period.\textsuperscript{17} Further improvements were made by requiring transit states to become gas hubs instead, equipped to import gas from at least three sources, and possessing natural gas storage capability.\textsuperscript{18} These two requirements led to a significant increase in liquefied natural gas (LNG) import capability, and thereby reduced the threat to supply from overland monopoly sources.

Actual physical destruction of pipelines did not touch Europe in this era, but in the former Soviet Union several infrastructure crises led to the
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creation of alternate routes. The Chechens in Grozny repeatedly destroyed the pipelines bringing oil from Azerbaijan into Russia, which caused Azerbaijan to begin reconstruction in 1994 of a disused pipeline, the Baku-Supsa oil pipeline. Commissioned in 1999, that modest-capacity line (145,000 barrels per day) which transited Georgia to the Black Sea provided proof of concept that Georgia could serve as an effective transit state despite its civil conflicts. Construction of the Baku-Tbilisi-Ceyhan oil pipeline and the parallel Baku-Tbilisi-Erzurum natural gas pipeline followed, both coming online in 2006 despite Russian pressure.

Europe also met the security of supply threats with diversification of pipeline routes. New lines, including Nordstream I, the recently completed Nordstream II, Turk Stream, and the Southern Gas Corridor—though only the last carries non-Russian gas—help reduce the threat of interruption at a single site. Europe has further ensured security of supply with the increased use of LNG. The significant cost difference between pipeline gas and LNG, however, makes the latter more attractive as an emergency source than a continuous one. Prior to the COVID-19 pandemic, Europe’s average utilization rate of its existing LNG terminals was just 25 percent. In addition, the market is changing. The European Investment Bank stated its intent to phase out investment in gas infrastructure by the end of 2022. It may be optimistic to assume that the net-zero goals will be met, since the bank has already changed its original 2021 deadline for phasing out fossil fuels, but the cost-effectiveness of redundant natural gas infrastructure is very much in question.

As the previous examples have shown, a change in source—from coal to oil or oil to gas—shifts the risk as well. The new age is no exception. The shift toward renewable energy gives a growing role to electricity, and if Europe is on the verge of an electricity age, the twentieth-century grid must be better understood and secured against twenty-first century threats. Renewable energy is generally produced domestically, reducing dependence on the long import chains characteristic of fossil fuels. But in order to make grids work most effectively, the engineering imperative is to (1) connect
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them across time zones so that fluctuations in demand are less severe, (2) include countries with differing sources so that seasonal hydro or time-of-day solar power is optimized, and (3) establish highly flexible markets so that electricity purchases can shift readily. This electricity grid, from a critical infrastructure perspective, has even more networkness than natural gas supply lines. A shared grid is one in which domestic electricity must be secured against outside attack, and energy partners, even if they are allies, must be held to high standards so that their system vulnerabilities do not radiate out to the larger grid.

Europe is determined to enter the new era of electricity. Under the European Climate Law adopted in 2020, the EU is required to cut greenhouse gas emissions by 55 percent below the 1990 baseline by 2030. Experts estimate this means that fossil fuel consumption would need to decline some 36 percent from 2020 to 2030, with electricity filling the gap. The shift toward electricity transmission and storage is clear in EU policy and funding priorities. The 2019 list of EU Projects of Common Interest, traditionally focused on strategic energy projects, includes 149 projects, of which 100 are focused on electricity transmission and storage, and six are smart grid deployments. The EU Directorate-General for Energy develops and implements a European energy policy aimed at establishing a competitive and affordable market for technologically advanced energy; promoting sustainable energy production, transportation, and consumption in line with the EU’s 2050 decarbonization goals; and enhancing conditions for safe and secure energy supply “in a spirit of solidarity between EU countries ensuring a high degree of protection for European citizens.” These desires led the EU to emphasize the importance of extending the European grid to neighboring states even as Europe strives to improve the resilience of the existing grid.

Shifting markets and proliferating routes have not assuaged NATO’s concern about the rise in threats to energy, and the new threat in an era of transboundary electricity is an emerging strategic challenge. NATO defined three roles for itself in energy security: (1) raising awareness,
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to include intelligence-sharing on energy development; (2) supporting protection of critical energy infrastructure through the inclusion of energy-related scenarios in exercises, sharing best practices, and providing training courses; and (3) enhancing energy efficiency in the military. While energy remains a largely domestic and nonmilitary issue, NATO has increased its attention to the problems and has also recognized the important connection between hybrid conflict and energy. See chapter 4 for more detail on the nature of hybrid threats.

Beginning with the Chechen wars, Russia pursued a hybrid strategy of conflict in former Soviet regions. Since hybrid attacks seek low-cost, high-yield ways to influence the policies of states, NATO has recognized that energy is an attractive target. In 2020, the NATO Science and Technology Board formally created a research task group dedicated to energy security in an era of hybrid warfare. This group has the task of analyzing “the hybrid-energy threat and its impact on NATO’s military preparedness and ability to execute a mission, its members’ infrastructural resilience and ability to participate in a NATO mission, and, ultimately, the coherence of the Alliance.” The case of Ukraine is likely to feature prominently in their assessment, since it provides a rich array of examples of the links between hybrid warfare and twenty-first-century energy security.

The Case of Ukraine

Ukraine offers multiple examples of the troubling intersection of energy security, hybrid warfare, and cyberattacks. Russian actors successfully attacked the Ukrainian grid in December 2015, in what is recognized as the first hacker-induced blackout of a region and among the first cyberattacks to cause physical disruption of systems. Cyber techniques brought down Ukraine’s grid again in December 2016. The second attack was more sophisticated and designed (albeit unsuccessfully) to do longer-term damage to the grid. A year later, yet another cyberattack—targeted at Ukraine’s business sector rather than its infrastructure—damaged the electricity grid yet again, but it more famously created an estimated $10 billion in damage, most of which was outside of Ukraine. Although they differed in targets and sophistication, each cyberattack had some common elements and, most importantly, a common origin. The US Department of Justice found

in 2020 that the Sandworm group, sponsored by Russia’s Main Intelligence Directorate, was behind all three attacks.27

NATO countries contributed significantly to getting the lights back on as rapidly as possible and to reducing future vulnerabilities. They found, however, that identifying the source of the cyberattack took some time, thus making it difficult for supporters to organize a diplomatic response. The cyberattacks were particularly problematic for the EU, which had already made commitments to integrate Ukraine into its own grid.

Setting the Ukrainian Context: Early Energy Conflict

In spite of its shock value, the first attack on Ukraine’s grid in December 2015 was not a “bolt out of the blue.” Energy had already played an important role in Russia’s war objectives in Ukraine. Extensive development underway in the Black Sea off the coast of Crimea would have reduced Ukraine’s energy dependence on Russia and thereby Russia’s leverage. Russian victory in Crimea cost Ukraine some 80 percent of its oil and gas deposits in the Black Sea due to uncertainty about offshore rights.28 In addition, since the major Soviet legacy natural gas trunk lines lie below the Donbas, Russia assumed that physical control of these lines would likely increase Russia’s control of Ukraine’s behavior. Energy is therefore rightly regarded as playing a role in Russian objectives in the conflict.

Ukraine’s behavior as a transit state—especially its theft of Russian gas from the large strategic reserves—contributed to the declining reliability of supply for Europe and increasing concern on Europe’s part regarding its dependence on Russia. Since 2014, Ukraine has placed its gas storage facility—one of the world’s largest—under European regulatory structures, thus increasing transparency, destroying Russia’s ambition to take over regulation of the facility, and providing added security to Europe against Russian price and supply manipulation. As a reflection of the energy-related tensions between the states, Ukraine stopped purchasing natural gas directly from Russia in 2015 and now reimports gas from Europe instead, even though it remains a transit state for Russia. EU-US cooperation ensured that Russia would contract


to use Ukraine as a transit state until 2024, despite the Kremlin’s desire to cut off Ukraine transit at the end of the 10-year contract that expired in December 2019.29 Each of these examples illustrates that energy remains important in Russian grievances.

The Russo-Ukraine War Begins

In addition to playing a role in the objectives of the conflict and grievances between the parties, energy was also a key tool of conflict. Energy and water infrastructure shared by Russia and Ukraine was physically targeted by actors loyal to Ukraine early in the war. A brief recap of the conflict will help illustrate this point.

In February 2014, following several months of protests in Kyiv, the then president Viktor Yanukovych fled the country, and a pro-Western government formed in his wake. In March 2014, the Crimean Peninsula, with a majority ethnic Russian population, voted to secede from Ukraine and join the Russian Federation. The vote, which received criticism due to alleged Russian interference, was not recognized by the international community or by Ukraine. Russia, however, recognized the referendum and annexed the peninsula. Shortly after the annexation, local separatists and Russian “little green men” launched a secessionist war in the Donbas region, which borders Russia and has an ethnic Russian majority. As the conflict dragged on—killing more than 10,300 and injuring nearly 24,000 between 2014 and October 2021—Ukrainian forces limited the territory held by the separatists but could not displace them entirely.30 Figure 5-1 depicts the conflict areas in Crimea and the Donbas region in 2014.31

On November 20, 2015, with a hot war in the Donbas still underway, saboteurs loyal to Kyiv blew up key pylons connecting Crimea to Ukraine’s grid, destroying Crimea’s access to Ukrainian electricity. Until this time, Crimea had continued to import 80 percent of its wintertime electricity from Ukraine, despite its decision to secede. The Ukrainian government did not claim credit for the sabotage, but also did not rush to fix the damage.

Crimea’s 1.9 million residents were plunged into darkness.\textsuperscript{32} With no land connection to Crimea, Russia struggled to supply generators and establish replacement power for its new client republic. Crimea was still in crisis and largely in the dark when the first cyber-induced power outage hit Ukraine on December 23, 2015.

![Figure 5-1. Russia-Ukraine conflict areas (2014)](image)
(Map by Global Security)

The Cyber War Begins (BlackEnergy and KillDisk)

In the afternoon of December 23, 2015, electricity systems in three Ukrainian regions, including Kyiv, began shutting down. Despite desperate efforts by operators, malicious actors were able to take control remotely of more than 50 substations. Many of the control center operators watched helplessly as the malware invalidated their passwords and as remotely controlled

cursors moved across their screens. By the end of the attack, 130 megawatts of generating capacity dropped from the grid, leaving some 225,000 customers across Ukraine without electricity. The situation was made worse by a denial of telephone service attack that used automated systems to overload the phones, making it impossible for customers to report outages, and making it difficult for power stations to communicate with each other. By pulling all supervisor control and data acquisition (SCADA) systems offline and functioning in manual mode, operators restored power in one to six hours, but the substations were not fully operational for months.

The attackers managed to take over systems by way of remote logons, obtained through spear phishing and breaching of data systems. Expert analysis noted that the attack began six months prior with relatively sophisticated e-mail spear-phishing attacks that appeared to be official correspondence from the Ukraine Energy Ministry. At least one user at each of the six targeted distribution centers was taken in by the spear phishing, which then released a BlackEnergy macro into key systems when the file was opened. Once within the systems, these macros completed network reconnaissance, siphoned off credentials and passwords, and accessed the control center, providing the attackers full information about the system. At the appointed time, the system attackers took control, opening breakers to shut the systems down. The entire operation took approximately 60 minutes. After bringing down the grid, attackers used KillDisk malware to destroy some systems in each of the three master stations. The attack focused on the distribution sector, which is the most decentralized sector of the grid. More than two months later, critical devices at 16 substations remained damaged, and breakers had to be controlled manually.

In previous months, BlackEnergy and KillDisk malware had been found in and had done damage to Ukrainian government agencies,

television networks, and the state rail company and had also been found in Polish energy firms and even in some power and water utilities in the United States.\textsuperscript{40} The use of this malware in the electricity grid was still shocking because it represented sophisticated long-term planning and is widely understood to be the first instance of a hack successfully taking down a power grid. Although some argued that the cyberattack was retribution for Ukraine’s role in denying electricity to Crimea, systems intrusions had already begun in March, prior to the Crimean blackout. Evidence suggests, however, that the preexisting attack plan may have been rushed to implementation after the physical attack on the Crimean grid.\textsuperscript{41}

**The Cyber War Escalates (CrashOverride)**

The second attack against Ukraine’s electricity grid occurred on December 17, 2016, when, just before midnight, a cyberattack on the electric transmission station outside of Kyiv took down 20 percent of its capacity. This attack targeted a transmission facility rather than distribution facilities as the previous attack had done.\textsuperscript{42} The automated attack opened every circuit breaker in a key transmission station.\textsuperscript{43} Ukraine’s electricity company, Ukenergo, and Ukrainian cybersecurity experts asserted the attack was similar to the first one, but subsequent analysis revealed something more concerning.

The attack had been engineered to inflict physical damage on the electrical equipment. A Dragos cybersecurity team researching the incident concluded that the power outage was supposed to be the first stage of a larger, more ambitious attack. While the power was down, the attackers had launched an attack on the protective relays, apparently to disable fail-safe devices and make it dangerous to restart the grid. The Dragos report concludes the hackers had intended to cause extensive damage after the power was restored.\textsuperscript{44} Based on the previous response in 2015, the attackers expected that company engineers would rush to restart the systems manually. By disabling the fail-safe devices, the attackers intended for workers who were restoring the system to trigger a current overload, which would have caused potentially
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catastrophic damage resulting in long disruptions to energy transmission, damaging power generation assets, and injuring workers.\footnote{Greenberg, “New Clues.”} This type of cyber disruption is relatively rare, and, as this instance illustrates, it is difficult to implement successfully but threatens severe consequences. It is notable that this early use of a cyber weapon was both state-sponsored and aimed at energy infrastructure, specifically targeting the transmission and generation sectors, on which the whole grid depends. See chapter 14, which discusses this attack among 10 major cyber incidents.

Although the attack failed, largely due to attackers’ errors, the level of ambition and novel approach is notable. It made use of software to manipulate industrial control systems rather than using the manual interaction of hackers in real time with the systems, as had been done in 2015.\footnote{Slowik, \textit{CRASHOVERRIDE}, 3.} The attackers used a malware known as CrashOverride. This malware targeted protective relays, which automatically open circuit breakers if dangerous conditions threaten to damage transformers. The attackers were aware of a security flaw in the relays that made it possible to put them into firmware update mode, which would render the relays unusable until rebooted manually.\footnote{Greenberg, “New Clues.”} The malware failed only because the attackers failed to enter the Internet protocol addresses of the protective relays properly.\footnote{Slowik, \textit{CRASHOVERRIDE}, 12.}

Even if these addresses had been input correctly, it is not certain that the attack would have succeeded.\footnote{Slowik, \textit{CRASHOVERRIDE}, 12.} Malware-induced physical sabotage has been attempted “in the wild” only two other times: the Stuxnet attack on Iranian nuclear facilities in 2009 and the Triton/Trisis attack on the Saudi Petro Rabigh oil refinery in 2017. The Triton/Trisis attack, linked to Moscow’s Central Scientific Research Institute of Chemistry and Mechanics, shut down the Saudi plant but did not damage it.\footnote{Greenberg, “New Clues.”} In other words, the CrashOverride attackers used cutting-edge, unproven methods, though they did have some evidence that their approach might work. In 2007, tests at the Idaho National Laboratory demonstrated that corrupting the protective relay in an electricity transmission system could destroy a 27-ton generator.
Mike Assante, the project lead on this secret project, served on the team investigating the Ukraine attack and noticed the similarities in approach.\textsuperscript{51}

It is not surprising that the seriousness of the attack was not initially recognized in Ukraine since it came amid a wave of hundreds of other cyberattacks. In July 2016, a massive phishing campaign targeted government organizations. Then in December 2016, attacks unfolded against the Ukrainian Ministry of Finance, the State Treasury, the Pension Fund, the State Administration of Railway Transport, and the Defense Ministry.\textsuperscript{52} Afterwards, the then President Petro Poroshenko reported that in the last two months of 2016, hackers targeted government institutions some 6,500 times, with the recent attacks on the State Treasury preventing the timely payment of salaries and pensions.\textsuperscript{53} Denial-of-service attacks hit the Defense Ministry a week after the State Treasury attacks and took down its website in an apparent effort to disrupt updates about the conflict in Donbas.\textsuperscript{54}

\textbf{Collateral Damage:}
\textbf{A Cyberattack on the Ukrainian Economy (NotPetya)}

Unlike the first two cyberattacks, the third attack did not specifically target energy infrastructure, though energy infrastructure became involved as the crisis unfolded. In February 2017, the US National Security Agency (NSA) warned Microsoft that the NSA’s EternalBlue code—which exploited flaws in a Windows protocol, making it possible to take over a vulnerable computer remotely—had been stolen. Microsoft issued a patch in March, but there were still computers all over the world that had not yet been updated.\textsuperscript{55} WannaCry in April and NotPetya in rapid succession made efficient use of EternalBlue in their malware.

NotPetya was unleashed in Ukraine in June 2017, just before the Constitution Day holiday. The attackers deliberately infected M.E. Doc, a business software widely used in Ukraine. When customers went to the website for an update, the malware accessed personal computers all
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over Ukraine and beyond. NotPetya became the fastest-propagating malware ever seen.\textsuperscript{56} Although energy systems were not the primary target of this attack, Ukraine’s transmission system operator, \textit{Ukrenergo}—still recovering from the cyberattacks of 2015 and 2016—was hit just before it completed safety upgrades. \textit{Kyivenergo}, Ukraine’s heat and energy company, was also hit along with five other power companies.\textsuperscript{57}

Even though NotPetya demanded a payment of $300 in bitcoin from owners of computers it infected, it was not ransomware.\textsuperscript{58} Instead, the malware permanently destroyed data even as its victims were reading the ransom note, erasing master boot systems and causing computers to be unable to find their operating systems.\textsuperscript{59} Ukraine was hit particularly hard. In addition to the energy infrastructure, multiple national media outlets, four hospitals, two airports, and more than 22 banks, automatic-teller machines, and card payment systems were damaged in the attack. An estimated 10 percent of all the computers in the country were destroyed by the NotPetya attack.\textsuperscript{60}

The damage, however, was not limited to Ukraine but impacted organizations in an estimated 65 countries as well.\textsuperscript{61} A White House assessment estimates more than $10 billion in damages.\textsuperscript{62} Perhaps the most famous victim of NotPetya was Maersk, a major global maritime shipping company. Maersk became infected through a single laptop belonging to a finance executive in Odessa. Maersk reported that NotPetya infected most of its network within seven minutes and destroyed 49,000 laptops in the organization while paralyzing global shipping.\textsuperscript{63} Among the companies that reported
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losses, the damages are staggering: Merck lost $870 million and suffered
30,000 computers and 7,500 servers crippled by the attack; FedEx/TNT
lost $400 million; Saint-Gobain lost $380 million; and Maersk lost
$300 million.⁶⁴ See chapter 4 for an analysis on the potential future risks
to the US Transportation Command—and thus, to US and NATO force
project and military mobility—based on NotPetya’s impact on global shipping.

While cyber experts are divided on whether NotPetya’s impact exceeded
the intentions of its creators, they generally describe it as the closest
example of cyber war to date. As cybersecurity expert Kenneth Geers notes,
“This was the most damaging attack in history, of a scale and a cost that
would far exceed a missile fired from the Donbas into Kiev.”⁶⁵ The rhetoric
regarding cyber war is more than rhetoric: Merck’s $1.3 billion insurance claim
was declined on the grounds that the attack was an act of war, for which the
company was not covered.⁶⁶ Some experts, including Ukraine’s cybersecurity
service, argue that the attack also served as a cleanup effort, enabling
hackers to destroy evidence of espionage or reconnaissance.⁶⁷ Other experts,
such as Cisco’s Craig Williams, conclude that the message—that it is dangerous
to do business in Ukraine—was powerfully and deliberately delivered.⁶⁸
Regardless of whether the attackers had anticipated the impact of NotPetya,
it did shift the balance as nations began to attribute the cyberattacks
to Russia.

**Attribution Evolves**

Attribution—the act of identifying who is responsible for a cyberattack—is
notoriously difficult, making it an attractive option in hybrid conflict. Most cyber actors cover their tracks, routing their attacks through other
countries or using techniques known to be associated with a different
criminal group to mislead investigators. Within two weeks of the first attack,
the United States sent an expert team to Ukraine to better understand this
type of attack and develop strategies for protecting against it.⁶⁹ The team
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concluded that the attack showed evidence of some state sponsorship and support. The United States, however, was much less eager to attribute an attack to Russia than it had been to attribute previous attacks to North Korea, despite a persistent rise in such attacks. See chapter 4 for fascinating detail on evidence of other Russian-led cyber intrusions and attacks.

Ukraine had long argued that each of the three cyberattacks described above bore similar “handwriting” and techniques. Ukrainian experts identified Sandworm early on as the team responsible for these and many other cyberattacks on Ukrainian soil. As international experts gathered more information, they, too, began to believe in the likelihood of state sponsorship.

Within six months of the attack, the US Central Intelligence Agency allegedly attributed the NotPetya attacks to Russia with high confidence, but this report was classified. Not until February 2018 did US intelligence agencies confirm the Russian military’s role in launching NotPetya. The US statement came a few hours behind British and Danish government statements, both of which had already condemned the Russian military’s role in the attack. The statement from the then White House press secretary included the following accusation:

It was part of the Kremlin’s ongoing effort to destabilize Ukraine and demonstrates ever more clearly Russia’s involvement in the ongoing conflict. This was also a reckless and indiscriminate cyber-attack that will be met with international consequences.

Although clear international consequences were arguably not imposed, evidence continued to mount as US investigators did their work. By October 2020, the US Department of Justice unsealed an indictment against the Sandworm hacking group, accusing each of the six members by name and clearly identifying them as Russian intelligence officers. According to the statement, “no country has weaponized its cyber capabilities as maliciously

---


or irresponsibly as Russia, wantonly causing unprecedented damage to pursue small tactical advantage and to satisfy fits of spite.” 74 Attacks against the Ukrainian government and its critical infrastructure were the first offense described in the statement, followed by explicit reference to BlackEnergy, Industroyer, KillDisk, and NotPetya. 75

There are multiple reasons why the United States was slow to blame Russia for cyberattacks. Some note that public blame must logically be followed with retaliation—and there is little consensus on appropriate retaliation—while others focus on the fact that the United States is also very involved in covert cyber operations. 76 The origins of EternalBlue highlight this problem as NSA alerted Microsoft to a vulnerability in its system after the leak of EternalBlue, which had been developed to exploit that vulnerability. 77

**Learning from Ukraine: Improving Infrastructure Safeguards**

When Ukraine joined the EU Energy Community in 2011, it committed to reforming its energy sector to comply with European standards and adopting EU internal energy market legislation. 78 In exchange, Ukraine has received extensive support for energy sector reform, and is increasingly integrated into European energy systems. In electricity, joining European energy markets poses a particular problem: Ukraine’s electricity grid remains synchronized with the Russian grid. This is not unique to Ukraine; the Baltic states also remain synchronized with the Russian and Belarusian grids. The effort to move the Baltic states fully into the European grid began in 2009 and has a target date for completion of 2025. 79 This process
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remains complex and delicate, as it requires transformation of infrastructure, fundamental shifts in electricity trade, and acceptance of higher prices.\textsuperscript{80}

Rather than discouraging the EU, the cyberattacks against Ukraine proved to be a catalyst for a concerted effort to move Ukraine further into the EU energy space. In June 2017, the EU executed an agreement with Ukraine and Moldova to work toward full synchronization of the grids following each country’s removal of itself from the Russian grid. The set date for completion is 2023. The goals of integrating Ukraine into the European grid are to enhance reliability and security of supply, increase competitiveness, and improve grid resilience as well as to diversify the energy mix for both Ukraine and Europe. The cost of the synchronization is estimated at $400 million, while the benefits are estimated to exceed $1 billion annually.\textsuperscript{81}

As the first major step toward Ukrainian-EU grid integration, one 2,300-megawatt coal power plant at Burshtyn Island was disconnected from the Ukrainian grid and joined to the European grid.\textsuperscript{82} The success of this project led to proposals for an energy bridge which would allow one nuclear power plant, Khmelnitski-2, to be moved into the European grid as well.\textsuperscript{83} After initial delays, the tender for this project was awarded in August 2019 to the Ukraine Power Bridge Company, a consortium including Westinghouse, EDF, Polenergia International, and the Hungarian national energy company MVM.\textsuperscript{84}

By bringing Ukraine into the European grid, the EU will obtain more insight into the Ukrainian systems, ability to train Ukrainian operators, and access to additional nuclear power at a time when some EU states—most notably Germany—are moving away from nuclear power. Ukraine, which ranks seventh among world nuclear energy producers, remains


strongly pronuclear, with 15 commercially operating nuclear power units.\textsuperscript{85} The European Bank for Reconstruction and Development (EBRD) has provided significant assistance for reactor security upgrades.\textsuperscript{86} Supporters of EBRD’s assistance argue it is the EU’s best chance to improve safety and security in Ukrainian energy while simultaneously making nuclear power available to a decarbonizing Europe.

The grid integration is very ambitious both economically and physically, and critics note that Ukraine would have to delink from Russia before it can join the European grid.\textsuperscript{87} Economically, such a shift would cut Ukraine off from the option of importing electricity from Belarus, which is often cheaper.\textsuperscript{88} From an infrastructure perspective, Ukraine’s transmission network is massive and inefficient. EBRD invested approximately $124 million in improving the grid beginning in 2015, but it is estimated that $5.1 billion additional investment will be required.\textsuperscript{89} From an energy security perspective, this move greatly enhances Ukraine’s energy security, but due to the highly networked nature of electricity, it will pose new threats to the European grid.

The problem of Ukraine’s cyber vulnerability is a matter of concern. The Institute of Electrical and Electronics Engineers published a series of recommendations based on Ukraine’s experience, including a framework for better protecting substations against attacks like CrashOverride. EU supporters of electricity integration highlight the extent to which best practices can be shared with Ukraine, both in nuclear power safety and in cybersecurity. They also note that since the 2014 Association Agreement with the EU, Ukraine has become so economically entangled with Europe that the risk of a “Ukraine contagion” is already apparent. Data flows and interactions with Ukrainian Internet networks already threaten Europe, as evidenced by the NotPetya attack.\textsuperscript{90} There is little question, however,
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that integration of Ukrainian electricity into the EU system represents exposure to new cyberattack possibilities for Europe.91

Improving Ukraine: Vulnerabilities

Cyber Vulnerabilities

The institute’s study of Ukraine, described previously, identifies enforcement of policies and protocols as an important measure that is difficult to subvert but which has the downside of being intrusive and carrying high deployment, operating, and maintenance costs.92 Enforcement remains a key challenge in the Ukraine context, where even the most minimal policies and protocols struggle to gain traction. A majority of Ukraine’s computers run on pirated software that does not receive standard security patches and that may be corrupted.93 As late as 2016, an estimated 82 percent of all software used in Ukraine was unlicensed.94

The problem extends to official use of software as well as private and commercial use. In 2020, Ukraine was on the 10-country “Priority Watch List” of the Office of the US Trade Representative’s Special 301 Report, which identifies countries with problematic intellectual property (IP) rights behavior. In this report, “widespread use of unlicensed software by Ukrainian government agencies” was enumerated among the top three concerns.95 Similarly, a 2020 biannual EU report on IP rights in Ukraine notes that little progress has been made in the area of IP protection and enforcement, causing the EU ongoing concern.96 Although the government of Ukraine is improving the laws governing IP, moving away from illegal software will take time for the society, including the government, to achieve. Inattention to safe software is one of many problems in Ukrainian tech. In 2018,

the British tech research firm Comparitech ranked Ukraine the 10th-least cyber secure country out of the 60 nations researched, estimating 28 percent of Ukrainian computers and 11 percent of phones were infected with malware.\(^\text{97}\) Given this context, Ukraine will be challenged to implement important cybersecurity measures without significant shifts in its security culture. See chapter 14 for an overview of recommended cybersecurity measures.

Recognizing the cyber threats to energy infrastructure, Ukrenergo established a cybersecurity operations center in 2019, following the 2018 effort of the National Security and Defense Council of Ukraine to coordinate all of the country’s cybersecurity initiatives.\(^\text{98}\) In addition, Ukrenergo announced in early 2018 that it was planning a $20 million cyber defense system for its operations, with a completion target of 2020.\(^\text{99}\) Meanwhile, Russian-based attacks on energy infrastructure continue, though none have been as spectacularly successful as the efforts in 2015–18. Of greatest concern is the cybersecurity of Ukraine’s nuclear power. In 2018, a group known collectively as the Cyber Alliance—comprised of four “hacktivist” groups called CyberHunta, Falcons Flame, Trinity, and RUH8—controversially tested their own country’s systems in an effort to find vulnerabilities. In their reports to the press, Cyber Alliance claimed to have successfully probed Energoatom and found vulnerabilities that would easily allow hackers to enter the system of one of its nuclear facilities. See chapter 3 for several striking examples of cyber challenges to nuclear power plants and the cascading effects such attacks can cause.\(^\text{100}\)

**Nuclear Vulnerabilities**

According to its official documents, Ukraine intends to remain approximately 50 percent reliant on nuclear energy even as demand for electricity rises. Ukraine signed nuclear energy cooperation agreements with the EU and hopes to export nuclear-supplied electricity to the EU in growing quantities. The updated Ukraine Energy Strategy
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to 2030 plans for 5,000–7,000 megawatts of new nuclear power at an estimated cost of $25 billion.\textsuperscript{101} The nuclear energy sector raises particular concerns in terms of CI and cybersecurity.

The Nuclear Threat Initiative Nuclear Security Index, which bases its analysis on data from the International Atomic Energy Agency (IAEA), provides cybersecurity scores for nuclear power facilities in 47 countries. In its 2016 ratings, Ukraine received only one point (of four possible points), placing it in the bottom half of countries.\textsuperscript{102} The index also measures other aspects of nuclear power plant security—on which Ukraine scores significantly better—but its risk environment is identified as unfavorable due to pervasive corruption, low political stability, and ineffective governance.\textsuperscript{103}

There is also some concern regarding fuel for the reactors. Nuclear fuel supply is less intensively networked than natural gas. Plants can store a year’s worth of fuel on-site, and most have dry cask storage for nuclear waste. While Ukraine still receives most of its nuclear services and nuclear fuel from Russia, it is reducing this dependence by buying American nuclear fuel. In 2016, Ukraine procured 40 percent of its fuel from Westinghouse, and, with US encouragement, expects to expand these purchases over time.\textsuperscript{104} Future EU priorities regarding nuclear power are unclear, as European states are divided over its desirability, but Ukraine is determined to play a role in the European grid with its nuclear-supplied electricity. The EU, for its part, has already been very involved in Ukraine’s nuclear energy future, as the next section will demonstrate.

**Improving Ukraine: Assistance**

Although the United States was slow to attribute the attacks to Russia, Ukraine quickly became the place to study cyberattack. Ukrainian authorities have been consistently willing to provide cyber intelligence in exchange for assistance in fending off further cyberattacks.\textsuperscript{105} Ukraine’s information and intelligence sharing with the EU, NATO, and the United States has been
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well-developed. Even before the cyberattacks on energy infrastructure, the United States and NATO engaged in Ukrainian cybersecurity. NATO established its Trust Fund on Cyber Defence for Ukraine in 2014, led by Romania. The project, which was designed to last for two years, included the establishment of laboratories that could investigate cybersecurity incidents.\textsuperscript{106}

Following the cyberattacks on infrastructure and the US-led investigations, the United States began investing directly in Ukraine’s cybersecurity, convening regular US-Ukraine Cybersecurity Dialogues beginning in September 2017. The US Congress adopted the “Ukraine Cybersecurity Cooperation Act of 2017” and set a course for ongoing support and consultation.\textsuperscript{107} The Cooperation Act required the United States to help with advanced security protection on government computers, protection of critical infrastructure, and building capacity. The Senate followed with similar legislation, the “Ukraine Cybersecurity Cooperation Act of 2018.”\textsuperscript{108}

From 2017–20, the United States convened three Cybersecurity Dialogues with Ukraine.\textsuperscript{109} The United States announced financial support at the dialogues, with the Department of State pledging $10 million in 2017 and an additional $8 million in 2020 in support of Ukraine’s cybersecurity capabilities. The 2020 funds are part of a US Agency for International Development cybersecurity project which is committed to investing up to $38 million over four years to support legal and regulatory reform, development of the cyber workforce, and private sector engagement.\textsuperscript{110} The assistance supports Ukraine’s efforts to adhere to recently signed treaties to improve the security of its cyberspace.

NATO’s efforts to combat hybrid threats rose largely in response to Russian aggression along NATO’s eastern flank. See chapter 4 for a more


comprehensive explanation of NATO’s efforts to counter hybrid threats. Since the 2014 Russia-Ukraine conflict began, NATO has intensified its cooperation with Ukraine. In 2020, NATO designated Ukraine as an Enhanced Opportunities Partner, and Ukraine, in turn, references the aims of EU and NATO membership in its 2020 national security strategy.\(^{111}\)

Not surprisingly, however, the greatest assistance to Ukraine has come from the EU. In 2019, EU institutions constituted the lead source of all overseas development assistance to Ukraine, providing $413 million. In addition, Germany and Poland made bilateral contributions of $205 million and $81 million respectively, compared to $198 million by the United States.\(^{112}\) Europe’s leadership of assistance to Ukraine is reflected in its support of critical infrastructure as well. Ukraine joined the EU Energy Community in 2011, committing to reform its energy sector to comply with European standards and adopting EU internal energy market legislation.\(^{113}\) In exchange, the EU provides extensive support to Ukraine, primarily through workshops and projects under the European Programme for Critical Infrastructure Protection (EPCIP). EPCIP aims to harmonize approaches to CISR in the transport and energy sectors, with an emphasis on infrastructure with a transboundary effect. See chapter 10 for in-depth analysis of EPCIP and the broader EU policy framework for CISR.

The EU has already demonstrated a long-term commitment to Ukrainian nuclear energy and completed several extremely ambitious investments in Ukraine and energy security. Most notably, the Chernobyl Shelter Implementation Plan (2010–19), spent €2.1 billion to contain the radioactive remains of the destroyed Chernobyl Reactor 4 fully.\(^{114}\) The EU also financed the completion of three nuclear reactors in Ukraine—Khmelnitski-2, Rovno-4, and Zaporizhzhya-6—that had been begun in the Soviet era.\(^{115}\)

The EU’s decision to include Ukraine in the European grid, which is facilitated by the European Network of Transmission System Operators
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for Electricity (ENTSO-E), is ambitious but has already borne some fruit. In February 2021, Ukraine’s upper legislative body supported a draft law making it possible for Ukrenergo to be certified under EU rules—an essential component of the ongoing effort to move the entire Ukrainian grid into synchronization with the ENTSO-E grid.\(^\text{116}\) Ukrenergo has also succeeded in transferring datasets to ENTSO-E and has completed the first stage of design of a new SCADA system in cooperation with the German conglomerate Siemens.\(^\text{117}\) Improving the human capacity, particularly improving communications and building trust, is essential for Ukraine, and such joint projects are beginning to change the culture for the better. See chapter 3 for a useful discussion of the importance of human capacity building in countering cyber threats.

### A Key Vulnerability Persists

Ukraine has been an important “sandbox” in which other nations have learned about cyberattacks. It has also been described as a “free-fire zone” in which Russia has been able to test new cyber weapons with little restraint. Often ignored by Western commentary is the extent to which Ukraine itself has been a leader in cyberattacks. Ukraine has an exceptionally high percentage of software developers, ranking first in the world when measuring software developers per 1,000 inhabitants.\(^\text{118}\) Given this percentage and the profound asymmetry of the ongoing conflict with Russia, it should not be surprising that pro-Kyiv forces engage in extensive cyberattacks against Russia.

Cyber experts Nadiya Kostyuk and Yuri M. Zhukov conducted a detailed quantitative analysis—with a data set cataloging 1,841 cyberattacks that took place between 2014–17—revealing that some 75 percent of the attacks

---


between Russia and Ukraine originated from pro-Kyiv forces. Their research set out to test the effectiveness of cyberattacks as tools of coercion in war and concludes that cyber warfare did not have a measurable influence on kinetic military operations. Even if cyberattacks have proven an ineffective tool in the conflict, Kostyuk and Zhukov provide clear evidence that pro-Kyiv cyber forces are highly active.

In fact, Ukrainian hacktivism emerged early in the conflict, most notably in the groups comprising the Cyber Alliance, which targets the Kremlin as well as separatist forces. The Cyber Alliance argues that the leaks of sensitive e-mails, defacing of websites, denial-of-service attacks, and spear-phishing all contribute to weakening Russian efforts against Ukraine. The government of Ukraine maintains its distance and intelligence officials are on record denying having any ties, though the organizations themselves assert that they receive limited support from the Ukrainian intelligence community.

For their part, the pro-Kyiv hacktivist forces are critical of the Ukrainian government’s efforts to improve domestic cybersecurity. In 2018, Cyber Alliance controversially tested Ukraine’s systems in an effort to find vulnerabilities. They reported 200 cases of vulnerabilities, including successful penetration of classified information in the Defense Ministry and, as previously mentioned, potential access to nuclear power plant systems. Although admired by many, the Cyber Alliance poses a threat to more than the reputation of the Ukrainian government; their defiant stance against both Russia and their own state makes them a potential irritant in the growing relationships with Europe.

Not all cyberattacks originating from Ukraine are focused on disruption of Russian government or forces loyal to Russia. Ukraine was a notorious haven for cyber criminals prior to the war, known in particular for ransomware attacks. Early in the war, the United States tried to help the Ukrainian government reduce cybercrime and improve its poor record in bringing such
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criminals to justice.¹²⁴ Ukraine has since made significant progress. At the third US-Ukraine cyber dialogue in March 2020, the Federal Bureau of Investigation presented an award to Ukraine’s National Cyber Police and the Prosecutor General’s Office for their efforts to arrest and extradite cybercriminals in conjunction with the Bureau.¹²⁵ In a joint operation in June 2021, the Ukrainian police arrested multiple suspects linked to the Clop ransomware gang, accusing them of responsibility for damages of about $500 million.¹²⁶

Some of Ukraine’s efforts to rein in cybercrime, however, have been controversial. In October 2020, in response to growing cyber incidents during the pandemic, draft laws increased police search powers and required Internet firms to provide access to large amounts of user data. These powers would make investigating cyberattacks easier, but, according to detractors, would endanger personal data in a country where corruption remains a critical issue.¹²⁷ The proposed law, however, is in compliance with EU standards, which is a top priority for Ukraine. As Ukraine tries to move closer to the EU and the ENTSO-E grid, harmonization of its legislation and credible enforcement of it will be important indicators of Ukraine’s likely success.

**Conclusion**

The Ukraine case suggests several key lessons in energy security and CISR for NATO, its member states, and its partners.

- Attacks against critical infrastructure have been committed with state sponsorship. Even given this knowledge, the need for responsible attribution may delay a strong response.

- Cyberattacks have increased in their boldness, sometimes with unanticipated effects.


The extreme networkness of electricity grids requires that parties to shared grids agree to and impose CISR standards.

The intersection of plausible deniability and incomplete control of cyber actors can pose a danger both to the target state of cyber activity and to the state that hosts them.

NATO defines cyberterrorism as a “cyberattack using or exploiting computer or communication networks to cause sufficient destruction or disruption to generate fear or to intimidate a society into an ideological goal.”¹²⁸ The designation fits somewhat uncomfortably with the attacks in Ukraine, which took place in the context of a ground war between Russia and Ukraine. As this chapter has demonstrated, in this hybrid conflict, both states have tended to use cyber actors whose affiliation with the state is unknown or incomplete. Such a relationship is advantageous to the attacking state when it provides plausible deniability. The relationship becomes problematic when the attackers overreach or miscalculate the effects, potentially creating a dangerous escalatory cycle. The Russia-Ukraine cyberattacks reviewed in this chapter illustrate these complex balances. It is not clear that NATO or the EU can tolerate Ukraine’s continued tacit support of cyber activists, no matter how much sympathy they may have for the cause. If Ukraine is to become part of the highly networked electricity system of Europe, rule of law must extend to cyber activist groups as well as to criminal groups.

Given the ongoing conflict with Russia, CISR in Ukraine is threatened by its proximity to Russia, by its shared energy infrastructure (pipelines and grids), by frequent reliance on Soviet legacy technologies, and by the normalization of cyberattacks in both directions. Through development assistance and shared practices and standards, the EU, NATO, and the United States are attempting to reduce Ukraine’s vulnerabilities. Some progress is evident, but persistent problems remain. Infrastructure improvements are expensive and slow. Ukraine’s cyber defenses continue to be hampered, according to Ukrainian critics, by “poor communication between state institutions, a resistance to change, a confused policy approach to cyber defense, and a lack of funds to recruit skilled personnel and buy much-needed equipment.”¹²⁹ This criticism could be levied at many states, including the United States, especially in the wake of the May 2021 Colonial Pipeline attacks. Given the elevated threat
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environment in Ukraine, however, it remains an appropriate focus of US, NATO, and EU cybersecurity assistance.

Although Kostyuk and Zhukov find no evidence that cyber warfare had a measurable influence on kinetic military operations, the reverse appears true. Careful examination of escalation of cyberattacks appears to be a useful signal of coming escalation on the battlefield or border. Russia continues to pair cyberattacks with provocative military actions, as evidenced in April 2021. While Russian forces were massing on the border in April, there was a notable uptick in hacks and cyber aggression. *US News & World Report* reported that Ukraine, together with US partners, foiled 350 cyberattacks in March–April 2021 alone. This number is particularly striking given that Ukrainian intelligence reported only 600 total attacks in the previous year.  

Since energy has played an important role in the grievances between Ukraine and Russia, and has been used by both sides as a means in the conflict, it continues to be a likely target for cyberattack in the future, for as long as Russia pursues a hybrid approach. Strengthening critical energy infrastructure remains an important component of Ukraine’s security, and increasingly of the EU’s security as well. In the emerging era of electricity dominance, the vulnerabilities have shifted. Supply chains still matter, as they did in the eras of oil and gas, but the information chains within and between allies now constitute a critical vulnerability. Security of energy supply depends on improving the infrastructure and the oversight of not only EU member states, but also of its close partners. The Ukraine case provides a sense of the magnitude of the task and the potential way forward. Taking liberties with Churchill’s observation about oil, it might be said that security now lies in allied cooperation, and cooperation alone.

**Epilogue**

This case study was completed months before the Russian invasion of Ukraine in February 2022. The book went to the press early in the conflict, but within the first two weeks it was clear that important events related to the cyber domain and the security and resilience of critical infrastructure were unfolding. The cyber element of Russia’s war in the initial weeks was

less aggressive than expected, which *New York Times* cyber experts posited was either due to Ukraine having better cyber defenses than Russia anticipated or to Russia’s command decision to spare infrastructure in order to make potential rule by a puppet government in Ukraine easier.\footnote{David E. Sanger, Julian E. Barnes, and Kate Conger, “As Tanks Rolled into Ukraine, So Did Malware. Then Microsoft Entered the War,” *New York Times* (website), February 28, 2022, \url{https://www.nytimes.com/2022/02/28/us/politics/ukraine-russia-microsoft.html}.} There is evidence to support both arguments.

Regarding the first hypothesis, the EU provided Ukraine a cyber defense team that officially constituted on February 22. Led by Lithuania, composed of members from Croatia, Estonia, the Netherlands, Poland, and Romania, and sponsored by the EU’s Permanent Structured Cooperation defense and security initiative, the team had the collective mission to “detect, recognize, and mitigate cyber threats.”\footnote{Sebastian Sprenger, “European Union Cyber Defense Team Deploys to Aid Ukraine,” *Defense News* (website), February 22, 2022, \url{https://www.defensenews.com/global/europe/2022/02/22/european-union-cyber-defense-team-deploys-to-aid-ukraine/}.} The EU’s decision to employ this team was, in part, a response to the rejection of Ukraine’s application in late 2021 to join NATO’s Cooperative Cyber Defence Centre of Excellence as a contributing participant, which would have required a unanimous vote to succeed. Despite this formal rejection, Allies at the cyber center promised to provide ongoing support to Ukraine.\footnote{Sebastian Sprenger, “Ukraine Seeks Closer Ties with NATO on Cyber Defense,” *Defense News* (website), February 1, 2022, \url{https://www.defensenews.com/global/europe/2022/02/01/ukraine-seeks-closer-ties-with-nato-on-cyber-defense/}.}

Russia did launch some cyberattacks in the days leading up to its invasion of Ukraine, with analysts reporting significant cyberattacks against Ukraine on January 14, February 15, and February 23. The first two attacks were distributed denial-of-services (DDoS) attacks that targeted government ministries, banks, and defense agencies. The third attack, which took the form of a malware release, was potentially the most destructive. Microsoft’s Threat Center in the United States, however, rapidly detected the new malware—known as FoxBlade—and blocked its code, provided this information with the Ukrainian government and, at the request of the US National Security Council, shared it with several Allies, including the Baltic states and Poland.\footnote{Sanger et al., “As Tanks Rolled into Ukraine.”}

In response, the Ukrainian government also mobilized its own “IT Army,” which claimed to have more than 175,000 volunteers within days of being created on February 26. Prior to the IT Army’s establishment, independent
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Ukrainian hackers claimed to have executed successful DDoS attacks against Russian targets and theft of data from Tetraedr, the Belarusian weapons manufacturer.135 Experts suggested that this group would undertake DDoS and defensive tasks to free up Ukraine’s IT Army of hackers to go on the offensive against Russian targets.136

Although Russia conducted limited cyberattacks in the first days of the war, its direct attacks on Ukrainian critical infrastructure were unprecedented. Russian troops seized control of Ukraine’s nuclear power plants at Chernobyl on February 25 and at Zaporizhzhya on March 4. Russian army kinetic attacks on these nuclear facilities prompted immediate international condemnation. Additionally, the IAEA accused Russia of undermining two of the seven critical pillars of nuclear power plant security: that operating staff must be able to fulfill their duties and make decisions, and that there must be reliable communications between nuclear power plants, the regulator, and others.137 Although the conditions for the plant operators were quite unfavorable, Russian forces allowed them to continue management of the Zaporizhzhya and Chernobyl facilities. The Russian military command made no initial efforts to close the reactors at Zaporizhzhya, two of which were working at or near full capacity.

Russia’s choice to allow the reactors to continue operations is particularly surprising given the fact that Ukraine had successfully de-linked from the Russian grid in its pursuit of joining the ENTSO-E grid. Ukraine had previously scheduled the isolation test—the required de-linking from the Russian electricity system to demonstrate that the Ukrainian grid could operate reliably in a stand-alone mode—for February 24, the same day that Russia initiated its invasion. Although it succeeded, the test was only supposed to last for a few days, at which point Europe would integrate Ukraine into the ENTSO-E grid. At the time of this writing, however, the members of ENTSO-E were still deciding whether to connect Ukraine directly with the European grid, effectively isolating Ukraine.138
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Although it is possible for Russia to bring down the isolated Ukrainian grid without much difficulty, it has yet to do so. It is therefore not clear whether Russia’s seizure of the nuclear power plants is part of a greater plan to bring down the Ukrainian grid. It may be, alternatively, an effort to ensure that command and control around the power plants will remain strong and avoid collateral damage to energy facilities by Russian troops, which was a well-documented occurrence in the Chechen wars. Given Russia’s determination to conquer and control Ukraine, it may be that the power plants, especially the nuclear power plants, are not as attractive as targets in an open war as they had been in an era of hybrid conflict. Russia’s seizure of these critical infrastructures may reflect its desire to retain control and security of these facilities in order to govern the territory in the future.
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Civil Aviation

David Harell

Nearly every time civil aviation has been significantly challenged by terrorism since 9/11, the aviation security response, or lack of it, has not been successful in detecting and preventing the attack. In most of these cases, the anti-terrorism failure was exacerbated by intelligence and/or counterterrorism (CT) failures. In fact, the last time an attempt to blow up an aircraft midair was detected and thwarted by airport or airline screening procedures was the Anne-Marie Murphy incident at Heathrow Airport in April 1986.¹

Terrorists have used multiple attack methods against civil aviation targets, including hijacking; smuggling an improvised explosive device (IED) onto an aircraft by a passenger, by an airport employee (insider threat), or by concealing it in the cargo or a catering trolley; various types of sabotage; armed assault at an airport; suicide bombers at airports and on planes; man-portable air defense systems (MANPADS); and detonating an IED at an airport. Furthermore, there are additional attack methods that have been either carried out against other non-aviation targets or have been operationally considered by terrorists and thus need to be addressed. Such examples include ramming into crowds with a vehicle, drone attacks with IEDs, or drone swarm attacks against an aircraft while landing or taking off. Attacks can also include more than one modus operandi.

To discuss all these means and methods of attack as well as the potential mitigating measures would not be feasible in one chapter.

This chapter, therefore, will analyze the aviation infrastructure and the threats it faces, with primary focus on aircraft bombings and ground attacks on airports. To understand the civil aviation sector, the first section describes why the aviation industry is so critical, what makes it so volatile, and why it is so attractive a target to terrorists. The second section highlights several key reasons for the industry’s vulnerability. The third section uses multiple case studies—which span the 20 years after the 9/11 attacks—to illustrate some of these vulnerabilities, examine the aviation security responses to terrorist attacks, and identify important lessons to be learned. Finally, the chapter concludes with recommendations and best practices that can assist in reducing the vulnerabilities across international civil aviation.

Understanding the Civil Aviation Industry

National and Global Critical Infrastructure

Civil aviation is defined by most countries as critical infrastructure due to the magnitude of the impact aviation has on both the global economy and the economies of individual nations around the world. Aviation plays a key role in multiple industries’ supply chains, facilitates both tourism and business, enables disaster and pandemic response, and enhances the connectivity of the growing global network. See chapter 1 for discussion of transportation, and thus civil aviation, as a lifeline sector. The most recent example of its criticality is the role aviation has played in distributing the COVID-19 vaccinations globally. Although aviation cargo accounts for less than one percent of the quantity of goods shipped by the global supply chain, the monetary value of that percentage is 24 percent of the total value of all goods transported globally by all modes of transportation. The figures from 2019 demonstrate the scale of the aviation global infrastructure and illustrate its importance: (1) 4.3 billion passengers who traveled; (2) 38 million scheduled flights; (3) an economic impact of some $2.7 trillion; (4) 61.3 million tons of air freight transported; and (5) 65.5 million jobs to needed to sustain global air travel.² While civilian aviation is not inherently a military domain, it is clear that enhancing the security and resilience of this lifeline sector is a vital interest for NATO as an international organization as well as for its member states and partners.

A Volatile Industry

Another major characteristic of the aviation industry is its volatility. The volatility relates both to economic factors and external geopolitical factors. The aviation industry is impacted by fluctuating demand, a rigid cost structure, competitive pricing, and changing and erratic fuel costs. In addition, the industry can be severely impacted by global events, such as the 9/11 terrorist attacks, the SARS and COVID-19 pandemics, and the global economic recession in 2008. These factors lead to an industry with low profit margins which can cause airlines to move from profitability to loss in a very short space of time. For example, in 2019, prior to the COVID-19 outbreak, profit margins for most US carriers were between 5 and 6 percent, which is generally considered low and susceptible.

An Attractive Target

In addition to the industry’s volatility, it has become and continues to be an attractive target for terrorist attacks since the late 1960s. Since 1963, there have been more than 1,200 terrorist attacks against civil aircraft and airports, which figure 6-1 depicts by attack type over given periods of roughly 10 years.3 This significant number of attacks demonstrates how attractive the aviation industry is for terrorists.

Figure 6-1. Distribution of terrorist attack types against aviation
(Data by Aviation Safety Network)

There are multiple reasons why terrorists see aviation as such an attractive target, including:

- The ability to achieve a mass casualty event. The majority of terrorists seek to carry out attacks that will achieve mass casualties. The higher the number of casualties, the greater the impact of the attack. By blowing up a plane in flight, there will likely be no survivors and large, modern planes can carry loads exceeding 400 passengers.

- The ability to cause significant damage to the economy of an attacked nation. In addition to the direct consequences of lives lost, there are significant indirect costs, particularly economic costs. A mass casualty terrorist attack against aviation can cause a drop in demand for air travel, with its negative impact on the volatile aviation industry.

- The intentional downing of an aircraft can be used as casus belli, which the terrorists may want to provoke. A terrorist attack against a country’s aviation interests with the resulting dire consequences has in many cases been considered casus belli. Israel nearly went to war against Syria following the attempt to bomb an EL AL plane departing from London in 1986. The United States went to war in Afghanistan against al-Qaeda following the attacks of 9/11. In some cases, it can be the terrorist group’s agenda to achieve an escalation of hostilities to further its cause.

- The psychological factor in terrorism. Terrorism is about achieving political objectives by terrorizing the public and thus putting pressure on governments. The fear of not being able to board a flight and reach a destination safely—but rather being blown up midair without any chance of survival—has a tremendous psychological impact on the public and the industry.

- National carriers are national symbols. National air carriers and other iconic airlines are seen by the terrorists as symbols of their respective nations. An attack against a national symbol is sometimes a preferred objective for terrorist groups.
Immediate media coverage. Due to the centrality of the aviation industry to everyday life in the Western world, any event that has a negative impact on the industry receives immediate media coverage. This coverage may be disproportionate compared to other sectors. For example, a security event that causes the evacuation of an airport receives far greater coverage than a comparable event in another sector. Terrorist organizations are aware of this dynamic and media coverage is certainly one of their objectives.

The adversary has certain operational advantages. Although not an exhaustive list, attacking an aircraft in flight offers adversaries several advantages, such as: (1) an extremely sensitive environment onboard a pressurized aircraft, which leaves little margin for error regarding the response and possible outcome; (2) the relatively small amount of explosives or limited weaponry required for an attack to have catastrophic consequences; and (3) no possibility for the aircraft to receive reinforcements in a hijacking situation.

The Aviation Industry Remains Vulnerable

Almost every time the aviation security (AVSEC) domain has faced terrorist attacks since 9/11, it has not performed well. In most cases the poor response was exacerbated by intelligence and/or CT failures. These failures clearly demonstrate that the aviation industry remains vulnerable. In addition, there have also been major security breaches at airports without a nexus to terrorism that add further concern regarding the vulnerability of the industry.

In table 6-1, the most significant attacks against civil aviation are listed from 9/11 to the present with a brief description of the nature of the AVSEC response and an indication of whether intelligence and/or a CT operation was able to provide any warning or disruption of the attack. The chapter will later expand on several of the attacks listed in the chart (those marked with an asterisk*), but not all of them; therefore, readers are encouraged to research these examples in more detail.
<table>
<thead>
<tr>
<th>Attack Plot</th>
<th>Security Response</th>
<th>Intelligence/CT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>9/11</strong></td>
<td>• Policy failure</td>
<td>• Policy failures</td>
</tr>
<tr>
<td></td>
<td>• Catastrophic system failure</td>
<td>• Failure to “join the dots”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Failure of “imagination”</td>
</tr>
<tr>
<td><em>Richard Reid “Shoe Bomber” December 22, 2001</em></td>
<td>Failure: concealed IED not detected on two occasions and IED smuggled onto aircraft</td>
<td>FAA issues warning to airports and airlines on December 11 regarding the possibility that terrorists might put weapons in their shoes</td>
</tr>
<tr>
<td>Mombasa, Kenya al-Qaeda Combined MANPADS Attack and Suicide Bombings November 28, 2002</td>
<td>Security forces did not identify the cell launching the two MANPADS, which narrowly missed the aircraft due to terrorist error relating to missile’s proximity to target</td>
<td>Lack of intelligence despite large al-Qaeda operation, including MANPADS weapon smuggling</td>
</tr>
<tr>
<td><em>Thwarted Liquids Plot August 9, 2006</em></td>
<td>Although airport security was not tested, the fact that a liquids ban was implemented after the plot demonstrates that airport security would not have detected the IEDs</td>
<td>Plot disrupted by CT operation</td>
</tr>
<tr>
<td><em>Glasgow Airport Vehicle-borne IED (VBIED) Attack June 30, 2007</em></td>
<td>No curbside antiramming measures in place, enabling VBIED driven by suicide bomber to crash into the terminal facade and deflagrate</td>
<td>Driver of the VBIED was on the MI5 terrorist watch list</td>
</tr>
</tbody>
</table>
| *Northwest Airlines Flight 253 over Detroit “Underwear Bomber” December 25, 2009* | • Regular airport screening failed to detect IED concealed on Abdulmutallab’s body  
• Northwest Airlines security procedures at Schipol Airport fail to detect IED threat | US Senate Intelligence Committee found 14 intelligence failures leading up to the attempted attack aboard |
<p>| Cargo Plot October 29, 2010 | Cargo security screening measures fail to detect the IEDs | Intelligence warning arrives after IEDs have flown on two flight legs |
| <em>Brussels Airport Airside Diamond Heist February 18, 2013</em> | Airport security measures fail to prevent, detect, or respond to the severe perimeter breach and armed robbery of diamonds from a civil aircraft on the airside | N/A |
| Downing of Russian Metrojet October 31, 2015 | Failure to prevent IED being penetrated onto the aircraft | Lack of information |</p>
<table>
<thead>
<tr>
<th>Attack Plot</th>
<th>Anti-terrorism/ AVSEC Measures</th>
<th>Intelligence/CT</th>
</tr>
</thead>
</table>
| **Bombing Onboard**  
Somali Daallo Airlines  
**February 2, 2016** | • Screening measures bypassed by insider threat  
• Security agent provided attackers an IED in laptop after the screening | N/A |
| **Brussels Airport Suicide Bombings**  
**March 22, 2016** | Failure to detect bombers or prevent them entering airport during attack deployment | Failure to act adequately on information received |
| **Istanbul Atatürk Airport Armed Assault with Suicide Bombings**  
**June 28, 2016** | Failure of external checkpoint to prevent entry of bombers into the airport | N/A |
| **Islamic State (Da'esh)**  
**Sydney Plane Plot**  
**July 15, 2017** | • It is not known whether the concealed IED would have been detected by Sydney AVSEC screening  
• The investigation revealed the explosives used for the IED reached Sydney on a cargo flight from Istanbul | Intelligence warning received 11 days after first attempt to penetrate IED onto plane aborted by terrorist |

Upon further examination, table 6-1 illuminates three major characteristics of aviation security that contribute to the vulnerability of civil aviation: its rigidity, its predictability, and its difficulty in keeping up with evolving terrorist threats.

**Aviation Security Is Rigid**

Security systems are comprised of personnel, technologies, and the regulations and standing operating procedures that determine how these elements should operate together. These systems are usually large and complex, consisting of many hundreds of employees and a multitude of technologies. The inputs of these systems (passengers, luggage, and cargo) are of very high quantity and frequency. The AVSEC system has to operate in an environment involving multiple stakeholders and adapting to political and legal constraints while maintaining high levels of customer service and satisfaction. Like many systems, aviation security works according to fixed procedures with little space to react differently to an irregular passenger or incident.

Two case studies demonstrate this rigidity of the system. The first case is that of Richard Reid, later infamously named the “Shoe Bomber.”
Reid arrived at Paris Charles de Gaulle Airport on December 22, 2001, to board American Airlines Flight 63 bound for Miami, Florida, but security agents detained him for questioning and a search of his possessions. According to witness testimony, the security and airline personnel were “troubled, indeed perplexed” by Reid’s disheveled appearance and his emotionless, calm behavior despite being subjected to a thorough inspection. He was defined a higher-threat passenger and turned over to the police. However, the system’s fixed search procedures, including both the French police and the airport security screeners, did not enable them to detect the IED concealed in his shoes on two occasions. Consequently, Reid was able to board the plane the next day with his concealed IED and attempted to detonate it.

The second example that also demonstrates the rigidity of the system is the case known both as the “Underwear Bomber” or “Christmas Day Bomber.” Shortly before noon on December 25, 2009, a 23-year-old Nigerian national named Umar Farouk Abdulmutallab attempted to perpetrate a suicide bombing aboard Northwest Airlines Flight 253, which was traveling from Amsterdam’s Schipol Airport to Detroit and carrying 278 passengers and 11 crew members. Abdulmutallab ignited a small explosive device concealed in his underwear onboard the Airbus 330 as it was making its descent. Fortunately, due to the type of materials used as the explosive in the IED, the device did not explode, but rather deflagrated and burned Abdulmutallab in the process. Although there had been multiple warning indicators that should have had him placed him on the Transportation Security Administration’s (TSA) watch list—thus preventing the attack—there are several AVSEC indicators which could have been identified. For example, Abdulmutallab paid cash for a one-way ticket from Lagos to Detroit (via Amsterdam), traveled to the United States in wintertime without any checked luggage, requested a window seat over the wing, and, according to witnesses, acted nervously at the gate in Schiphol airport. Despite all these indicators, Abdulmutallab was not singled out for any elevated screening procedures.

These two case studies demonstrate how flexible and adaptive adversaries can be, continually revising their modi operandi while AVSEC measures remained relatively rigid. Similarly, aviation security also needs to be flexible and able to adapt in real time to developing threats.

Aviation Security Is Highly Predictable

The AVSEC system relies on technologies and processes that have been in place for more than 30 years, especially in the case of walk-through metal detector gates and dual-source X-ray machines. Even the more advanced computed tomography scanning machines have been in service since 1995. Seasoned passengers typically understand why these scanners sound an alarm, what item they are wearing triggered the alarm, or which particular item in their carry-on baggage has attracted the screener's attention. If routine passengers understand these triggers, how much more do well-trained and determined terrorists—who have access to these detection technologies—understand the capabilities and vulnerabilities in the system and take advantage of them. There are global terrorism online forums, for example, that specifically discuss the vulnerabilities of aviation detection technologies like X-ray machines and ways to exploit them, as figure 6-2 shows.5

to psychological sensitivities leading to political pushback, which often impedes their implementation.

**Aviation Security Has Often Struggled to Keep Up with the Threat**

Analysis of the development of the threat against civil aviation from the 1960s until the present is characterized by adaptive adversaries constantly seeking ways to circumvent AVSEC measures. For example, in the 1960s and early 1970s, hijackings were the most prevalent form of terrorist attack. This reality led to the implementation of basic security measures (such as walk-through metal detectors and the screening of passengers’ hand luggage). To circumvent these anti-hijacking measures, terrorists then focused more on plane bombings. As a result of the increase of plane bombings by IEDs in passengers’ checked baggage, screening was improved, which in turn led terrorists to look for other ways to bypass these new measures. Some examples of these new measures include the use of MANPADS attacks or smuggling an IED onto the plane by concealing it in the cargo storage area as opposed to in a passenger’s luggage, as was the case in the 2006 cargo plot. The thwarted liquids plot in 2006, which the next section will examine in greater detail, is an excellent example of security failing to keep up with the evolving threat. As detection technologies used in aviation security have improved, terrorists have also adopted ways to overcome these new technologies by creating more advanced, sophisticated IEDs.

As a brief survey of these examples demonstrates the vulnerabilities in the aviation industry, the next section will examine several case studies in greater detail to describe aviation security’s various responses to terrorist attacks and identify important lessons the AVSEC community must learn.

**Case Studies: AVSEC Responses and Lessons to Learn**

**Thwarted Liquids Plot, United Kingdom (2006)**

On the night of August 9, 2006, following a major international CT operation, British authorities arrested 24 men and charged them with plotting a series of midair bombing attacks on transatlantic flights using explosive liquids onboard by concealing them in energy drink bottles. The plot was disrupted with the arrest of the cell members who were based in London and High Wycombe in Buckinghamshire. According to CT officials, the plot was a multiple suicide bombing mission inspired by al-Qaeda. During the arrests, police found martyrdom videos that showed cell members bragging about the attack, and materials from covert operations in east London showed
the cell members preparing the liquid bombs (see figure 6-3 for illustration of how the liquid bombs were constructed).\(^6\)

During the trial, the Crown alleged that the British terrorist cell planned to smuggle the IEDs onto the aircraft and blow up at least seven airliners departing from Heathrow Airport en route to North America with more than 1,500 people onboard. Beyond the passengers onboard these flights, the number of potential casualties must take into account those on the ground who would have been killed as a result of these attacks—a point that will be discussed later in the insights section. Video footage of tests conducted by government scientists, which were played to the jury, showed the devices producing an explosion powerful enough to blow a hole in an aircraft fuselage.

In May 2012, significant intelligence was gleaned from documents found on a concealed disk in the possession of a 22-year-old Austrian named Maqsood Lodin, who was being questioned by police in Berlin after returning from Pakistan. One document, written by Rashid Rauf—a British al-Qaeda operative at the heart of the group’s terror operations in the United Kingdom—shed significant new light on the plot to blow up transatlantic airliners departing from Heathrow Airport in 2006. In the document, Rauf wrote: “We then analysed the various machines that were used for checking baggage and persons at airports. We found it was very difficult to detect liquids

---

explosives. After analysis that it would be possible to take concentrated hydrogen peroxide onboard, the thought came to our mind: would it be possible to detonate the hydrogen aboard an airplane?\textsuperscript{7}

Immediately after the plot’s disruption, the United States and Canada banned all liquids and gels from passengers’ hand luggage while in the United Kingdom no hand luggage was allowed onboard except for a few essentials (such as travel documents, wallets, and baby food). The new measures caused massive flight delays and threw most of the aviation world into disarray, but, over time, the ban was implemented in other countries that allowed passengers to take onboard only small quantities of liquid or gel. Niki Tompkinson, the then director of transport security in the UK Department of Transport, praised the way the United States, the United Kingdom, and Canada cooperated and coordinated their rapid response to this new threat of liquid explosives.\textsuperscript{8} These restrictions have largely remained in force until the present.

In 2009, the plot’s ringleader, Abdul Ahmed Ali, and his two closest associates, Tanvir Hussain and Assad Sarwar, were found guilty of conspiring to bomb at least seven airliners flying to destinations in the United States and Canada. The High Court judge imposed life sentences with 30 minimum prison terms of 32–40 years each, calling the plot “the most grave and wicked conspiracy ever proven within jurisdiction,” and comparable only to the 9/11 attacks.\textsuperscript{9}

Liquids Plot: Insights and Analyses

One of the most important issues AVSEC professionals need to understand is whether the plot would have been successful if there had not been an intelligence warning and subsequent disruption by the CT operation. While some have questioned whether the plot was viable, Assistant Commissioner Andy Hayman, the then head of specialist operations at Scotland Yard, wrote: “If the plotters had not been stopped, I believe they would have been successful.”\textsuperscript{10}


It is highly likely that had the plot materialized and not been thwarted, the terrorists would have had little difficulty infiltrating the security screening system in place at the time. The fact that the new security measures (for example, the ban on liquids and gels) needed to be authorized rapidly and implemented clearly demonstrates that measures in place at the time were not able to detect liquid explosives or the type of sophisticated initiating device the terrorists planned to use. In addition, one of the cell members who worked as a security screener at Heathrow Airport briefed his fellow cell members on the security measures in place. The cell’s intimate knowledge of existing security measures further increases the likelihood that the attack would have succeeded. Details revealed by Rauf’s aforementioned document indicate that the cell carried out significant hostile reconnaissance and had access to AVSEC detection technologies and procedures, which enabled the cell members to select their preferred modus operandi. This is an important insight to understanding the adversaries’ capabilities.

The court’s estimation, based on transatlantic plane passenger loads, was that at least 1,500 could have been killed in the bombings. The number of fatalities, however, would have been significantly higher if the terrorists had chosen to detonate their IEDs while the aircraft were flying over densely populated, large cities. These attacks, then, had the potential to exceed the number of fatalities caused on 9/11.

Another important issue that needs examination is why liquid explosives were considered a new threat in August 2006 despite the fact some types of liquid explosives have been around for more than a century. Of course, not all liquid explosives are viable for terrorist use against aviation targets, due to their sensitivity and difficulty to access. However, PLX—a liquid explosive invented during World War II—was used by North Korean intelligence agents to blow up Korean Air flight 858 midair off the coast of Thailand on November 29, 1987, killing all 115 passengers and the crew. Here, North Korea’s objective was to destabilize the region in the period leading up to the 1988 Olympic Games in Seoul. The North Korean agents left the sophisticated IED—consisting of a small quantity of plastic explosives concealed in a Panasonic transistor radio, a timing mechanism and detonator, and a bottle of whiskey containing liquid explosives—in an overhead bin onboard the flight and then disembarked the plane during a transit stop. Despite this use of liquid explosives for the first time against civil aviation, no new measures were put in place regarding the detection of liquid explosives. The emphasis, instead, was placed
on implementing measures to prevent persons from surreptitiously leaving a flight at an intermediate point.\textsuperscript{11}

On December 11, 1994, liquid explosives were once again utilized in an attack against a civilian aircraft. In this attack, the notorious al-Qaeda terrorist Ramzi Yousef—currently in custody for his central role in the first World Trade Center bombing in 1993—planted a bomb on Philippine Airlines (PAL) Flight 434, which detonated en route from Manila to Tokyo. The plane survived the bombing and was able to make an emergency landing in Japan, but one passenger was killed and 10 more injured in the explosion. Yousef used nitroglycerine as the explosive component of the IED, concealed the liquid in bottles of contact lens cleaner with cotton balls serving as a stabilizing agent, and initiated the IED using a digital watch, two nine-volt batteries and a lightbulb filament (see figure 6-4).\textsuperscript{12}

\textbf{Figure 6-4. Reconstruction of the IED used to bomb PAL Flight 434}

(Image by Alchetron)

Investigators would later learn that the PAL 434 bombing was a test run for a far deadlier attack known as the Bojinka plot. In this plot, Yousef and additional operatives in his al-Qaeda cell planned to blow up 11 aircraft departing from Asian airports and flying to the United States. The modus operandi was again to place an IED on the targeted aircraft and disembark the aircraft during a transit stop. The IEDs to be used were similar to the one tested in the PAL 434 bombing, including the use of liquid explosives.\textsuperscript{13}

\begin{itemize}
  \item \textsuperscript{11} Billie H. Vincent, \textit{Bombers, Hijackers, Body Scanners, and Jihadists} (Bloomington, IN: Xlibris Corporation, 2012), 50–53.
\end{itemize}
Fortunately, Yousef’s plot was uncovered in Manila due to operational errors his cell committed. Had the plot been successfully executed, the impact could have been catastrophic and of a similar magnitude to the 9/11 attacks.

Taking into consideration the examples outlined above, three aviation attack plots all used liquid explosives as a component of their IEDs, based on the adversary’s knowledge that it would be extremely difficult for security screeners to detect this type of threat. It is important for security policymakers to understand why the intended usage of liquid explosives in the 2006 plot was considered a new threat, as noted previously. According to relevant, senior AVSEC officials, there are four main reasons that the threat was not adequately addressed prior to August 2006:

- Over-compartmentalization created a knowledge gap between those working in intelligence and those in aviation security, leading to a situation in which not enough AVSEC decisionmakers were sufficiently aware of the viability of the threat or against it.14

- A general acceptance that existing detection technologies lacked the capability to detect liquid explosives and that it would take several years to develop such a technology.15

- Many countries believed that the threats they faced in civil aviation were not significant and that terrorists were focused mainly on the United States and Israel.16

- Prior to 9/11, many of the large airlines—which had significant influence on AVSEC policies—were opposed to new security measures that could prove costly and negatively impact customer service and facilitation.17

These four reasons shed important light on risk management issues that impact the way this threat has been dealt with in aviation security. The first point deals with the need for AVSEC leaders to have direct access to intelligence relating to the nature of the threats facing civil aviation. In response to 9/11, many senior police and military officers moved into the

17. Vincent, interview with author.
AVSEC domain. These were high-caliber professional security personnel, but they had a little or no background in aviation security. As they led their agencies to higher professional levels to counter post-9/11 threats, it is understandable that many of these officials would have no knowledge of the type of explosives used in terrorist attacks against aviation a decade earlier. This is an example of “not knowing what we know”—a familiar problem in the intelligence and security world in which an organization possesses information that could have improved its decision-making processes, but, for a variety of reasons, this critical information was not known or available to those who could have acted on it.

The second reason, related to a lack of technological capability to counter specific threats, essentially ignored the risk posed by liquid explosives. The fact that there were no technologies available for detecting liquid explosives and that it would take considerable time and money to develop such technology indeed has to be taken into consideration. It is important, however, to consider other possible responses in the procedural domain that could provide a certain response to the threat of liquid explosives.

It is a legitimate risk management decision to consider a risk and then decide not to address it as long as the residual risk is understood. It is necessary, however, when assessing the level of threat to a country’s aviation interests to look at aviation as an entire network with the potential for negative, cascading effects. To illustrate this third point, the case of the “Underwear Bomber” is instructive. One could assume that the Netherlands in 2009 had evaluated the threat to its aviation interests as low and thus adopted a less than robust security posture, but was then surprised by Abdulmutallab’s plot. Abdulmutallab, a Nigerian living in London, was given the task of attacking a US airliner and decided to attack a flight with a transit stop at Schiphol airport. Had the plot been successful, the Netherlands—though not the target of the attack—would have been negatively impacted in many ways. The Netherlands actually has a robust AVSEC system and Schiphol Airport is considered a leader in the implementation of new security technologies. The IED concealed in Abdulmutallab’s underwear would have succeeded in getting through security checkpoints in most airports due to the fact that in 2009 very few body scanners had been deployed at airports.

Regarding the fourth point, the influence of airlines over policies governing aviation security, this certainly was a contributing factor prior to the events of 9/11, and it could well be that commercial or other interests negatively impacted security policy decisions. Take, for example, the TSA’s 2013 decision to allow passengers to board planes with folding pocketknives
with a blade less than 2.36 inches. The TSA made this risk management decision to enhance screening and passenger facilitation based on the logic that a small pocketknife poses no threat to an airplane, since all aircraft have reinforced cockpit doors that remain locked during the flight and meal service usually includes metal cutlery that is potentially as dangerous. This decision, however, created considerable pushback from the flight crew unions, among others, and in the end, the TSA had to cancel its decision.  

Compliance or Threat-oriented Aviation Security Systems?

Due to the sheer magnitude of passenger movements through airports both nationally and globally, the AVSEC community has struggled in one of its key management challenges: to calibrate a security level that will enable the screening of these passengers in an effective manner and in a reasonable amount of time. If the security screening level is too high, it can negatively impact passenger throughput. On the other hand, if the screening levels are too low, then they will not prevent or deter terrorists from defeating the system. A country’s level of screening, known as the aviation security standard, is usually determined by the nation’s AVSEC regulator. The International Civil Aviation Organization (ICAO), a specialized agency of the United Nations, serves as the global forum for international civil aviation and determines the international standard for aviation security. ICAO’s most significant role is to develop and adopt standards and recommended practices for international civil aviation, which are incorporated into Annex 17 of the Convention on International Civil Aviation, also known as the Chicago Convention. ICAO’s efforts to prevent and defeat illegal interference against civil aviation throughout the world are essential to aviation security and the future of civil aviation. As the international standard with which all UN member states must comply, Annex 17—first adopted in March 1974—is updated on a regular basis, especially after a terror attack, a major security breach, or a significant rise in the threat level.

The large disparity in the resources that nations are able to invest in aviation security leads to significant differences in the level of detection technologies acquired and the availability of human resources and training on a country-by-country basis. Annex 17 provides an international standard which is quite general in nature and can be considered the lowest common


denominator for aviation screening. Therefore, many states have determined their own national standards for aviation security screening. For example, the TSA determines the US standard for aviation security as does the European Civil Aviation Conference for the European Union and Transport Canada for Canada. These three national aviation standards are more robust and stringent than ICAO’s national standard, but even these advanced levels of security have not always been capable of dealing with adversaries’ capabilities, as this chapter’s case studies demonstrate. AVSEC officers work hard and invest considerable resources to comply with security standards. It is, however, important to note that being compliant with the standard does not necessarily mean being able to prevent, identify, and defeat a threat. There are many examples in which airports receive high compliance scores in their audits only to find that their security measures could not prevent an attack from occurring.

One example occurred at 8:00 p.m. on February 18, 2013, at the Brussels Airport, when eight masked gunmen in two vans cut through the airside perimeter fence and drove their vehicles onto the tarmac. In this very daring heist, the vehicles approached a Fokker 100 aircraft destined for Switzerland and the thieves, brandishing their weapons, held up the plane and stole $50 million worth of diamonds. The gunmen were then able to flee from the airport without being stopped and, fortunately, no one was hurt in this incident. The breach, however, must be considered from a different perspective: what if these gunmen were not thieves, but terrorists? The fact that eight well-armed gunmen were able to enter the airside operations area undetected highlights a very significant vulnerability in the airport’s defenses. Here, the main point of failure was the airport’s perimeter fence: since it was not a “smart fence”—equipped with sensors to detect intrusion and provide warning of a breach—the perpetrators were able to penetrate the perimeter without being detected. If there is no detection, then it is less likely there will be any effective response. It is important to note that neither the international standard nor the AVSEC standard in the EU requires airports to install smart fences.

The airport’s spokesman insisted that security was entirely up to international standards but highlighted that the heist was outside the scope of modern aviation security. In this case, security measures intended to deter or prevent “would-be bombers and other threats could not prevent commando-style raids by heavily armed criminals.”20 This incident is a classic

example of an airport being compliant with AVSEC standards but not being threat-oriented. An airport that decides to correctly invest in a smart fence is an airport going beyond compliance and seeking to be more capable to deal with the threats it faces. It is worth noting that this is the same airport that was attacked by suicide bombers three years later in 2016.

**Need for Improved Physical Security Measures in Airport Public Areas**

While the airside, checkpoints, international arrivals hall, passport control, and customs area of the airport are highly regulated and subject to regular audits, the airport’s public areas—including the curbside, check-in terminals, and departure halls—do not receive the same regulatory attention. Consequently, the security levels in these public areas are usually determined by the airports themselves or by the airport police unit assigned to protect them, which can lead to significant disparity in security levels between airports even in the same country. When there is lack of regulatory policy or guidance regarding required security levels for the public areas, critical issues like stand-off, anti-ramming barriers, facade protection, and minimum armed security deployment often do not get properly or professionally addressed.

Terrorist ground attacks against airports since 9/11 have had significant impact on the airports attacked. One such attack occurred in the international departure hall at Brussels Airport on March 22, 2016, when two terrorists from the Islamic State (Da’esh) executed a double suicide bombing (a third bomber failed to detonate the IED in his bag and fled the airport). In addition to the 19 fatalities and over 80 injured, the massive destruction to the departure hall closed the airport completely for 12 days and only after months of partial operations did the airport resume full operations. Brussels Airport is Belgium’s sole international airport, which made the impact of the closure even more substantial. According to multiple sources, the Brussels Airport and the city’s metro system were under imminent threat, which prompted Belgian authorities to deploy military personnel to the airport and other key transport nodes throughout the city. The bombers were not detected by security personnel at the airport prior to the attack.
Similarly, the terror attack against Istanbul’s Atatürk Airport in the evening of June 28, 2016, also involved three suicide bombers as in the Brussels airport attack, but in this case the terrorists from the Islamic State (Da’esh) were also armed with automatic weapons. Although this modus operandi of combining armed assault with a person-borne IED had occurred in the past—as in the case of the devastating attack against Bandaranaike International Airport in Sri Lanka in 2001—the Atatürk attack was the first time the tactic was used against a major Western airport. The security deployment at the Istanbul Airport was quite different from the one in Brussels because Turkey had seen a significant upsurge of terrorism in the previous 12 months, including six significant bombing attacks carried out in the first six months of 2016. Turkish security authorities deployed screening points at the curbside entrances to the terminals. The deployment of curbside checkpoints can be a very effective countermeasure against suicide bombers because they signal a deterrence posture and enable identification of the threat before would-be bombers can enter the terminal.

As with all security measures, however, there are trade-offs. Curbside screening points can also create a bottleneck situation where people are stalled as they wait in line to pass through the security checkpoint and become the target of attack. The main drawback with curbside screening points is that they negatively impact facilitation and customer service and are not easily accepted by the key stakeholders: the airports and the airlines. In the Istanbul Airport attack, it is likely that the casualty numbers and damage to the airport would have been significantly higher had all three bombers successfully detonated their suicide bombs inside the terminal. In fact, the airport was able to resume flight operations the morning after the attacks, as opposed to the lengthy closure Brussels Airport experienced. The resilience demonstrated by airport operators in Istanbul should be commended: the police and security forces deployed at the airport responded bravely and quickly, which contributed to mitigating the threat and minimizing the number of casualties and the damage to the airport.

A final case study that deals with a terrorist ground attack against an airport involves the use of vehicle-borne IED (VBIED). On June 30, 2007, two terrorists drove a sport utility vehicle into the glass doors of the main terminal (Terminal One) of Glasgow International Airport. The slow speed of the vehicle prevented the vehicle from actually entering the crowded terminal. The two terrorists tried to detonate the VBIED, but fortunately

it only burst into flames and resulted in a delayed, minor explosion. The only casualties in the attack were the two terrorists, one of whom died and one of whom was severely burned. Despite the relatively low impact of this attack, the “what if” question is again worth asking. What if the VBIED had been better constructed and had detonated? What if the vehicle had succeeded in penetrating into the terminal building? Based on the destruction and number of casualties that person-borne IEDs caused in Brussels, it is likely that the VBIED—had it detonated inside the terminal building—would have exceeded that level of devastation and casualties considerably.

It is important to note that there were no anti-ramming barriers or bollards along the curbside at the Glasgow Airport prior to the attack. After the attack, however, bollards were installed along the curb to protect the terminal from attacks of this nature. See figures 6-5 and 6-6 for images of the airport curbside before and after the attack.22 Although many airports around the world are now protected by anti-ramming barriers or bollards along the curbside, many others still do not have this protection. Again, this is an example of a lack in regulatory policies for the public areas in airports.

Figure 6-5. Glasgow Airport curbside before the 2007 VBIED attack
(Images by Insider)

Recommendations and Best Practices to Reduce Vulnerability

While the third section analyzed case studies of terror attacks against airports and aviation since 9/11 and discussed possible root causes that have influenced the outcomes of these attacks and plots, this final section presents key recommendations—based on experience and best practices—aimed at reducing the vulnerabilities identified throughout the chapter.

Develop a More Risk-based AVSEC Screening System

As the previous section discussed, one of the key risk management dilemmas in aviation security is finding the optimal screening level that ensures the necessary throughput speed and customer service without compromising the ability to prevent or deter terrorist attacks. On the one hand, a security screening level that prioritizes efficient access and minimizes congestion at airport checkpoints may not be able to detect or prevent a sophisticated attack against the system. On the other hand, enforcing a screening protocol that enables the detection of even the most sophisticated, concealed threats may negatively impact airport throughput in such a manner that airport operations will not be sustainable. Most nations choose to implement
a “one size fits all” AVSEC system in which everyone is screened in the same manner and at the same level.

Since many of the attacks discussed in this chapter were able to penetrate this type of AVSEC screening successfully, many regulators now promote a more risk-based approach. Two former administrators of the TSA, Kip Hawley and John Pistole, were two of the first advocates for moving toward a more risk-based model of aviation security. A risk-based system means that passengers considered a higher threat will receive a higher level of screening while routine, lower threat passengers are screened according to the minimum standard. Here, physical screening levels can vary in accordance with a passenger’s potential risk. An important complementary issue with this recommendation is the decision on which tools to use to identify passengers with a potential for higher risk. This issue will be addressed further in the additional recommendations of this section.

**Develop and Implement Threat Definitions Aligned to Adversary Capabilities**

The foundation for effective security systems in aviation, and all other security sectors, should be to define correctly the threat criteria that need to be addressed and then prepare the response accordingly. Security work inherently must relate to threats; without threats, there would be no need for security measures. In the aviation sector, if there were no terrorists or threat actors with malicious intentions against aviation assets, then there would be no need for aviation security. Furthermore, securing all aviation assets against every type of terrorist threat would demand tremendous resources, which—even if they were available—would almost certainly not be feasible or cost-effective. The direct consequence of attempting to counter all possible threats is that security personnel will not be adequately focused on the relevant threats and thus will provide only a partial solution. For example, continuing to define nail scissors or small pocketknives as a threat to aviation security makes it more likely that the efforts screeners undertake to detect these items will decrease their ability to detect other, more sophisticated and relevant threats.

---


It is important that regulators provide clear definitions of the threat so that security managers and frontline staff know exactly what they are trying to detect and defeat. Vague threat definitions can lead to frontline staff not correctly calibrating their equipment, or, worse still, if a threat is not clearly defined, then it may not be addressed at all. If ramming into the terminal is not defined as a threat by the regulator, then airport operators may not feel obliged to install anti-ramming barriers. In short, threat definitions must be quantitative, qualitative, and scenario-based, such as an armed assault on the terminal by an adversary comprising of two to three terrorists armed with automatic weapons and IEDs.

**Utilize Airline Passenger Travel Data for Risk-based Screening Purposes**

Passenger name records (PNR) are commercial records for storing airline reservations and records related to other travel services. For example, a single PNR can contain data about a single traveler, an entire family or tour group, and all services for their trips from multiple providers, such as air and train travel, hotels, and car rental. PNR data can be most insightful because it reveals a passenger’s links and connections, activities, tastes, and preferences. PNR data typically contains credit card numbers, telephone numbers, e-mail addresses, Internet protocol addresses, and place and mode of payment. A focused analysis of a passenger’s PNR can provide important indications that something is amiss and/or irregular. These indications, sometimes termed *red flags*, do not always mean that there is illegal activity connected to them. History shows, however, that in almost all cases, post-attack examinations reveal that red flags were present.

At the time of the 9/11 attacks, the US Federal Bureau of Investigation and the Federal Aviation Agency regulated the airlines to use a computerized system that utilized both PNR data and a projected profile of a terrorist, known as the Computer Assisted Passenger Pre-screening System (CAPPS). The objective of the system was to identify potentially high-risk passengers whose bags would then be screened for explosives and not allowed to be loaded on the plane until the passenger had himself boarded. Unfortunately, the focus of the CAPPS system was a flagged passenger’s checked baggage; the system had no impact on checkpoint screening levels for passengers and their carry-on bags. In the case of the 9/11 attacks, CAPPS identified 11 of the 19 hijackers on three out of the four planes on that fateful day but was unable to intervene
to prevent the attacks. This failure is a good example of the AVSEC system being inflexible and rigid because it was able to detect but not adapt to the threat of suicidal hijackers. Experts in aviation security understand that PNR data is currently not being exploited to its full potential. PNR data contains powerful indicators that should be used to drive a risk-based approach to screening. In order to adopt this approach, legitimate privacy concerns must be addressed, and international agreements must be put in place regarding the sharing and protection of PNR information.

### Integrate Behavioral Detection Programs

In addition to utilizing PNR information, another important tool that can be used for risk-based screening is behavior detection or passenger observation programs. The concept of behavior detection works much the same way as using PNR data. While PNR data reveals indicators or red flags in a passenger’s records, behavior detection focuses on passengers’ behavior or their contextual circumstances. It is important to note that this practice is not racial profiling of any form but rather identifying suspicious behaviors and activities that fit the profile of aviation terrorists. Suspicious behavior indicators are the result of the terrorist being under stress, and they include agitation, aggressiveness, and other behaviors that differ from what bona fide passengers typically exhibit.

Several countries—including, but not limited to, Israel, Singapore, the United Kingdom, and the United States—have already implemented passenger observation programs at airports with notable success in the detection of criminal activities. ICAO has registered behavior detection in Annex 17 of the Chicago Convention as a recommended AVSEC practice for all countries to adopt.

### Design and Implement Airport Community Security Programs

Another challenge in aviation security is how to enhance capabilities without depending on resource-intensive solutions, which are costly and, in most cases, unavailable. One way to achieve this goal is to involve the entire airport community in the security effort. Safety officers and their teams will not achieve a high level of safety without the involvement of all stakeholders in the facility, institution, or factory where they work. In other words, it has become accepted that safety needs to be everyone’s business, and this concept has been highly successful. This same concept can be implemented

---

in the AVSEC arena with the same levels of success. The idea is to have all stakeholders at the airport, including non-security employees, contribute to the security effort. The objective is to effectively utilize non-security resources as a force multiplier for security. One may ask why these airport employees should contribute to the security effort in addition to their everyday job—and without additional payment. In short, it is in their best interest for the airport to be safe and secure, since a terrorist attack not only threatens their livelihoods but their lives as well. Therefore, with the right explanation and justification, it is possible to get most employees to support such a program.

Airport community security programs do not expect non-security employees to dedicate a large amount of time to security work, but when every employee contributes a small amount to security it bolsters the overall level of security. For example, the ticket agents who check in passengers for their flights are usually not involved in any of the airport’s security processes, but these agents have more interaction with the passengers than most security personnel at the airport, and thus, they have the best knowledge of the types of passengers frequenting the different flights. With a short, focused training session, these ticket agents can be taught to identify irregular indicators or red flag behaviors, and these inputs can be incorporated into a risk-based screening system. Another example is the inclusion of airport employees working at information desks in the airport halls. These employees spend much of their time observing the activities inside the airport halls and waiting for passengers to request assistance. Again, with a little training, these employees can assist airport security by identifying and reporting irregular activities. This training can be done with all the different employee groups at the airport, to include vendors, cleaners, baggage handlers, and airport traffic wardens.

These types of community security programs are highly effective and significant force multipliers that improve local and international aviation security. To implement such a program requires buy-in from all the relevant stakeholders and also a central organization to lead, design and implement such a program. In Singapore, the government implemented such a program at Changi airport and other border crossings with significant success. The program—known as the threat-oriented person screening integrated system (TOPSIS)—achieved in its first year of implementation a 60 percent increase in the detection of criminal activity at the airport without any
interruption to throughput or passenger service. TOPSIS has had many additional successes in the homeland security domain, which readers can further research online. Airport security community programs, like TOPSIS, represent a modern approach to security that can add significant resources to enhance airport security while making it more flexible and less predictable to the adversary.

**Harden Airport Perimeters**

Although there have been no terrorist attacks on the airside of airports in recent years, there have been other criminal events that involved breaching the airport perimeter. In addition to the 2013 diamond heist at Brussels Airport discussed earlier in the chapter, two notable vehicular breaches occurred at the airports in Lyon, France, in 2018, and in Van Nuys, California, in 2020. These incidents had no nexus to terrorism, but they clearly demonstrate the existing vulnerabilities of the airside and highlight the importance of hardening the perimeter to prevent possible terrorist attacks. Of course, it is not the intention to turn the airport perimeter into a fortress. What is required is that any attempt to cut, climb, or ram through the perimeter will trigger an alarm that will allow airport security to respond and intercept the threat while it is at a distance from the airport terminals or taxiing aircraft. Some airports have already invested in robust perimeter fencing but it will take regulatory action to raise the required standard for all. The following section will further discuss the need for regulatory action as the next recommendation.

**Improve Regulation of the Airport’s Public Areas**

As the section on ground attacks previously discussed, there are no or very minimal security requirements regarding physical security measures that should be implemented to protect the ground side or public areas of airports. There should be minimum standards relating to the structure of an airport, facades, curbside protection, unattended vehicles, and armed deployment. These standards would be especially relevant for new terminals in the predesign stage and for terminal upgrades. Implementing security measures

---


during the design stage of a construction project is a cost-effective way to achieve the desired level of security with a minimal impact (low single-digit percentage) on the overall project cost.

**Avoid Over-reliance on Indications and Warning Intelligence**

Experience has shown most terror attacks against aviation have occurred either without warning or with intelligence that was too general to assist in focusing the AVSEC response. It would be prudent for AVSEC officials to hold the basic assumption that an attack against aviation interests can happen at any time and without any prior intelligence warning. It is also important that relevant intelligence related to aviation threats and terrorist capabilities be shared with the officials charged with protecting aviation assets. It is relatively easy to keep security personnel alert and prepared during a period of heightened threat, and it is therefore an important function of security leaders to use tools that will maintain a high level of alertness even when there is no intelligence warning.

Airport security departments should also develop their own field intelligence-gathering capabilities, with a focus on unusual events that take place at the airport, which could be tests of security or hostile concepts. These events should be logged and monitored for trends. Airport field intelligence should also be shared with the broader AVSEC community, which may enable the detection of patterns of activity.

**Prioritize the Human Factor: Recruitment and Training**

This chapter demonstrates that aviation security is a complex system that deals with sophisticated threats while utilizing modern technology. In order to meet the multiple challenges the industry faces, it is imperative that AVSEC personnel, both managers and frontline officers, are of the right quality and receive the correct training. For too many years, airport screeners were not adequately trained or rewarded, and in many cases the position of an airport screener was an entry-level job. This type of personnel management can ultimately lead to situations in which the entire system could fail or collapse due to a single frontline security screener's human error. The extraordinary event that took place at Edmonton International Airport on September 20, 2013, illustrates this point. Here, an airport screener stopped an 18-year-old passenger after identifying what looked like a pipe bomb in the passenger's carry-on bag. The passenger explained that he had constructed the item in the past as a hobby, and he had forgotten it in his bag. Unbelievably, the screener told the passenger he could keep the item onboard the plane. The passenger, however, insisted the item remain with the screener,
so the screener accepted the device and allowed the passenger to board his flight to Mexico. The device was six inches long and two inches in diameter and filled with gunpowder. It had screws at both sides and a three-meter fuse running through it. The pipe bomb was placed in a bin with other confiscated items until a supervisor notified the police at the airport four days later.28

To prevent events like this from recurring and to develop a professional, robust security posture, it is essential to recruit the right people and also to train and reward them. Threat-oriented exercising, or red teaming, is another essential and powerful tool for building and maintaining the professional readiness of AVSEC personnel and reducing the level of human error. Integrating technology is extremely important to aviation security and it will become increasingly so, but without professional, alert, and motivated officers, achieving a more secure, less vulnerable aviation industry will not be possible.

**Conclusion**

This chapter focused on the particular characteristics of the civil aviation sector as critical infrastructure on a national and global level. Aviation security is a complex system working in an increasingly challenging environment. Terrorists will continue to target aviation assets globally for the many reasons discussed in the chapter and seek to exploit the different vulnerabilities the various case studies revealed. Students and practitioners of security and risk management must understand there is no such thing as 100 percent security, yet the consequences of multiple, sophisticated attacks against civil aviation can be devastating in terms of loss of life and economic impact. Therefore, attaining a security level that mitigates these kinds of threats while enabling the aviation industry to carry out its operations and achieve its objectives is essential. The different recommendations discussed provide an opportunity to improve capabilities across aviation security. AVSEC professionals, and those who support and enable them, should be continually seeking ways to improve performance, reduce vulnerability, and increase deterrence against would-be attackers.

Mass Transit Railway Operations

Adrian Dwyer

This chapter considers the vulnerability of railway operations to terrorist action. Its focus is on those methods of attack that have been used previously yet remain relevant. Highlighted throughout is the vulnerability inherent within open transport networks that are also tightly coupled systems. In such systems, a disruptive incident has the propensity to ripple quickly across the network and precipitate a range of unintended and often lethal consequences. From the perspective of the North Atlantic Treaty Organization (NATO), the targeting of rail networks across NATO member states can also disrupt military logistics, the civilian supply chain, and economic prosperity more generally. This chapter is not configured in the manner of a threat assessment and does not predict future events in time or space. Instead, it is arranged in four sections and uses plausibility as an appropriate leitmotif for managing terrorism-related risk under conditions of uncertainty.

- Section 1 addresses the inherent vulnerability of rail and the need for a proportionate approach when assessing risk in context. This section discusses how to counter the complexities of the threat in terms of addressing the perceived threat within a framework of plausibility. It outlines one approach to the process of strategic risk assessment.
Section 2 examines the multifaceted nature of railway operations and further develops the scale and scope of the risk management challenge. It notes that policing and security are not interchangeable concepts, and that benefit, in terms of public safety and managing societal risk, is maximized when these endeavors operate seamlessly.

Section 3 uses case study data from Great Britain, continental Europe, the United States, Japan, and India to contextualize how threat actors exploit inherent vulnerability. These 15 exemplars range from unsophisticated physical assaults to large-scale mass casualty events.

Section 4 summarizes the lessons available. It notes that certain themes within methods of attack often recur and that this observation is particularly relevant when attempting to manage risk under conditions of uncertainty. The section concludes by noting that though the threat from terrorism is diverse, inherent vulnerability can be mitigated.

Railways Are Vulnerable by Design

Inherent Vulnerability and the Strategic Assessment of Risk

Mass transit and freight networks utilizing a permanent railway infrastructure are inherently vulnerable to terrorist attack. Here, vulnerability relates to open access, predictable and rigid operating parameters, and the target-rich nature of the operating environment. Also relevant is the strategic importance of the railway’s socioeconomic functions. The nub of the counterterrorism (CT) challenge, therefore, is to protect passengers and rail assets while not compromising the primary purpose of the enterprise: to facilitate the unhindered movement of people and goods in a timely and efficient manner. Implicit within the term efficient are the constructs of safety and reliability.

To operate an efficient network, risk must be foreseen, prioritized, and managed appropriately.1 As part of the CT challenge, establishing a scientific probability for the manifestation of a malicious act, within useful temporal and spatial parameters, is problematic.2 There are numerous variables,

some latent and others specified inadequately.\textsuperscript{3} Under conditions of such uncertainty, any casual use of the term likelihood can be misleading and may be taken to represent a level of confidence that is unwarranted given the scale of the unknowns. In contrast, determining the plausibility of a particular method of attack (MoA) and its foreseeable impact in a defined context is a more inclusive process that accommodates inevitable uncertainties. Threat information is considered against reasoned judgment based upon evidence, relevant experience, special knowledge of the operational environment, and, by necessity, explicit assumption. Figure 7-1 illustrates the relationship between these terms in the context of determining risk.\textsuperscript{4}

![Figure 7-1. Relationship between terms in risk assessment](Diagram adapted from the UK Cabinet Office)

Developing a strategic risk assessment (StRA) involves combining multiple risk assessments within a context-specific framework that considers plausible MoA in concert with the range of credible intentions ascribed to threat actors. This inclusive approach combining qualitative and quantitative data is underpinned by the concept of the reasonable worst case (RWC). In the United Kingdom, RWC is “the worst plausible manifestation of that particular risk (once highly unlikely variations have been discounted).” This form of words represents a more generalized use of language than that noted previously, where malicious acts were defined against variables


\textsuperscript{4} \textit{National Risk Register} (2017), 69–71.
of plausibility and impact. Likelihood was applied only to accidents and natural hazards—that is to say, those events for which data were considered more bountiful and reliable.5

In assessing risk holistically, the quantified estimates of vulnerability and a target’s perceived attractiveness to threat actors will be influenced by precommitments and biases of the raters, hence the requirement for a more inclusive and transparent process that addresses the following issues:

- Which risks are plausible, rather than everything imaginable
- The operational context in which the plausible risks are applicable, such as which constituencies they affect, how they may combine, or if they are spatially or temporally specific
- By what means the rationale supporting the ranking of risks is qualified

A situation in which risk assessments are not qualified within a strategic framework and are informed mainly by generalized intelligence material, and in which stakeholders adhere knowingly or unknowingly to differing worldviews, is less likely to produce the outcome desired. Such a situation also represents an approach to risk management that can be complex to justify in the face of hostile scrutiny. See also the useful commentary on risk assessment and management in chapter 13.

Rail incidents, because of the nature of the tightly coupled system in which they occur, have the potential to escalate rapidly in time and space, and this problem is exacerbated when terrorism is the known or suspected cause.6 Raising the specter of terrorism places extra demands on often hard-pressed cognitive resources of decisionmakers. For example, does initial reporting represent the end of the attack phase or its beginning? Are terrorists still at the scene, waiting to exploit inevitable confusion and target responders? Are other attacks pending elsewhere on the network? These are all valid


questions, but reliable answers may be unavailable, which further accentuates the effects of uncertainty on the decision-making process.\(^7\)

This chapter adopts a case study methodology, using 15 unique exemplars, to provide an overview of the vulnerability of rail in context and highlight some resilience-led response options. The intention of this methodology is to communicate the essence of what happened in these situations in a recognizable form and to help develop foresight from the lessons of others. The approach accommodates variations noted in relation to how railways operate and how threat actors exploit resultant vulnerabilities. The exemplars focus on what history demonstrates are preferred targets: passengers and the vulnerable elements of accessible infrastructure, rather than goods in transit.\(^8\)

The historical focus of these preferred targets does not mean, however, that some types of freight movement—nuclear materials or certain types of chemicals, for instance—do not have a special attraction for threat actors. In considering the line of route (LoR), long-term denial through terroristic endeavor is rare. Deliberate or hasty demolitions, particularly of monolithic structures, require expertise and resources not possessed by many aspiring or even some well-established terrorists. This observation is central to establishing a rational appreciation of a threat actor’s capability and intentions—that is to say, the plausible threat they are perceived to pose. See also the commentary on physical threats in chapter 2.

Absent from the range of exemplars in this chapter is cyberterrorism, which is an established area of growing concern. In terms of networked rail systems, cyberattacks have not featured as an effective MoA and, to date, cannot be equated with those incorporating physical means, such as improvised explosive devices (IED), firearms, and attacks involving sharp, bladed, or blunt (SBB) weapons.\(^9\) Those cyberattacks recorded within the public domain are most typically denial of service-type activities, often related


\(^8\) For additional information, see “Collection: Land Transport Security,” UK Department for Transport (website), June 30, 2018, https://www.gov.uk/government/collections/land-transport-security; Brian M. Jenkins and Bruce R. Butterworth, *How Sophisticated Are Terrorist Attacks on Passenger Rail Transportation* (San Jose, CA: Mineta Transportation Institute, 2020); Brian M. Jenkins and Bruce R. Butterworth, *Train Wrecks and Train Attacks: An Analysis of Attempts by Terrorists and Other Extremists to Derail Trains or Disrupt Rail Transportation* (San Jose, CA: Mineta Transportation Institute, 2018); and Jeremy M. Wilson et al., *Securing America’s Passenger-Rail Systems* (Santa Monica, CA: RAND Corporation, 2007).

\(^9\) For additional information, see Jenkins and Butterworth, *Terrorist Attacks on Passenger Rail.*
to extortion or the acquisition of sensitive data. In this respect, the value of chapters 3–5 and 14—each of which addresses various cyber threats and actors—is that they provide the necessary insight to inform a general risk assessment incorporating recognized good practice, whatever the intent of the malicious actor.

**Target of Choice or Opportunity?**

Potential attackers represent a broad constituency, including ideologues, the disaffected, the disgruntled, and the disturbed. Collectively, they appear drawn to rail locations which exhibit one or more of the following characteristics: (1) easy to access with a limited chance of compromise during hostile reconnaissance or immediately prior to an attack; (2) difficult to secure against the chosen MoA; and (3) likely to result in disproportionate impact and media coverage for a relatively modest attack. Highly motivated and resource-rich terrorists may execute near-simultaneous attacks on crowded trains in capital cities, such as the 1995 Tokyo attack, the 2004 Madrid bombings, and the 2005 London bombings (exemplars 11, 10, and 9, respectively). While at the opposite end of the spectrum, the deluded and feeble—invariably better armed than their unsuspecting victims—may simply select the nearest station to their home or work to attack (see exemplars 4–7). Note that in one such case, a lone actor who launched a murderous SBB attack against civilians was eventually held at bay by a man who armed himself with a narwhal tusk and another with a fire extinguisher until armed police arrived and neutralized the attacker.

The breadth of this continuum of attraction represents a challenge to those trying to build a coherent rationale with which to prioritize risk and deploy finite resources. At its broad center lies uncertainty because railways are expansive targets open to a range of MoA. Particularly during the prodromal phase of an impending attack, a threat actor’s motives and intentions may be obscure. As a working assumption, the effort terrorists must exert to achieve a particular objective—and whether they perceive the investment as worth this effort—is likely to influence target selection. This cost-benefit analysis may be especially applicable where the cost to the threat actor is calculated broadly, incorporating the perceived effort required


to mount a complex attack, the prospect of compromise, and the chance of achieving the outcome desired. This calculus is perhaps one reason—possibly the reason—why railways are exploited so frequently as vectors for indiscriminate mass casualty attacks, rather than truly strategic operations directed against elements of critical national infrastructure.

From a historical perspective, bombing crowded trains and stations is a well-established tactic of terror. In 1800s London, for example, the Irish Republican Army (IRA) were particularly active on-and-about the railway. The IRA’s “S-Plan” (“S” for sabotage) of the early twentieth century noted that transport infrastructure was “probably the most important of all” targets to attack because the resultant “serious dislocation would have a paralyzing effect on every branch of industrial and commercial life.” Particularly apparent within the contemporary ideology of jihadis, but also attractive to actors driven by other motives, soft rail targets represent solid targets of choice (see exemplars 9–11). Crowded public places are environments where a threat actor’s aggressive spirit can overcome a lack of planning, limited technical skills, and meager resources (see exemplars 4–7). There are also numerous examples of weak attacks that failed to achieve the anticipated aim but which, nevertheless, resulted in significant social dislocation and disruption and generated much alarmist publicity (see exemplars 8 and 12). The impact of unrelated low-level incidents can readily combine to elevate anxiety among all rail users and responders alike. In the absence of a resilient approach to risk management, risk aversion in the face of an ill-defined threat can paralyze services, shut stations, place trains out of position (thus impeding the resumption of operations), cause cross-modal disruption, and inconvenience large sections of society (see exemplar 13). A foreseeable consequence of such heightened anxiety is the transfer of risk, particularly if rail users switch to less safe modes of transport.

Risk aversion is typified by a response that: (1) is incoherent, such as evacuating a station after a bomb threat without knowing if a bomb or other hazard exists or where it might be located; (2) exhibits elements


of palpable decision inertia, when a generic plan is favored over the management of risk in context (for example, specifying the same evacuation point for all hazards, from fires to bombs and everything in between); and (3) embodies a needless overreaction, one justified against a highly selective and speculative principle of precaution.\textsuperscript{17} Consider the example of Umar Farouk Abdulmutallab, a terrorist who sewed explosive material into his shorts to defeat airport screening measures. See the in-depth case study in chapter 6. That esoteric MoA, directed against an aircraft in flight, was extrapolated by some as relevant to mass transit rail. Absent from their analysis was any acknowledgment that access to trains and stations did not involve mandatory screening of any passenger’s undergarments. Nevertheless, resources were, albeit temporarily, redirected toward the now readily imaginable but implausible use of intimately worn, wearer-activated, low-yield explosive underpants.\textsuperscript{18}

In summary, railway networks are easy to access and difficult to defend, and even a modest attack can bring about levels of disruption out of all proportion to the effort expended. There is every reason to believe that threat actors view railway networks in much the same way. The next section expands the debate by characterizing the nature of the operational rail environment and contextualizing some of the core risk management challenges.

**Multifaceted Nature of Railways**

**Complexity**

The term railway is recognized universally, but familiarity is not always synonymous with understanding. Complex and rarely amenable to structural change, rail systems operate as single and multimodal hubs and lines of communication and facilitate a range of diverse functions. These functions include commercial and industrial activities, retail business premises, office and recreational spaces, and social meeting places. The more complex the system, the greater the range of risk management challenges to be overcome. See chapter 13 for overview of developing risk management strategies. Some of the inherent complexities of railways follow:

---


Public space is difficult to regulate. The security architecture of railways means many established technological fixes used elsewhere are: (1) not feasible because the physical structure is difficult to modify; (2) not practical because the established culture governing rail usage is entrenched; or (3) not even desirable because of foreseeable adverse consequences of crowding (from slips, trips, and falls to the inadvertent generation of an additional killing zone). The analysis of aviation security in chapter 6 contains many interesting parallels on this point.

The identity of those who use the system is mainly unknown. From a practical perspective, it is inconceivable that, within the existing culture of rail travel, passengers would or could arrive hours in advance of a journey and submit to identity checks.

There are only minimal checks to restrict what people carry about their person and in their luggage. Due to the huge throughput of passengers and foreseeable risks of impeding free movement, such as crowding in confined spaces, restrictions are difficult to enforce.

Managing high volumes of timetabled rail traffic (passenger and freight) requires precise and centralized coordination. Especially in terms of acts that are malicious, this precision can be exploited to create single points of failure. Railway systems cover a huge geographic footprint, and boundaries between the railway and the surrounding environment—and even between different elements of the same network—can be difficult to define. Without care, it is possible to exacerbate working relationships and create unhelpful turf wars and jurisdictional issues.

Much of the dispersed infrastructure is accessible, with minimal physical impediment, via authorized and unauthorized points of access. The LoR is often secluded and problematic to secure against even casual trespassers. In terms of passenger movements, network access via a low-risk station will almost certainly facilitate the unhindered movement to higher-risk locations.
There are multiple normative and derivative stakeholders, and no single hierarchy of priorities is likely to exist. This dynamic is particularly noticeable when rail services traverse local, regional, or national borders.

Passengers do not represent a cohesive group. The range of behaviors deemed normal can be very broad and the individual or group response to system instability can be unpredictable. As core stakeholders, they are notoriously difficult to engage, and, without great care, risk reassurance activities could provoke risk arousal instead.

Confirmed or suspected terrorist incidents are invariably net consumers of CT resources. The response outlined in exemplar 9, for example, required the prolonged redeployment of assets drawn not just from London but from across England, Scotland, and Wales.

**Regulation and Political Direction**

Railways operate within a framework of political direction at the local, regional, and national levels, and face other competing commercial imperatives as well. While unlikely to impact risk management activity as part of the immediate post-attack response, political edicts can constrain operational decision making in circumstances when an evolving and broader policy objective expedites or delays the return to a business as usual (BaU) posture. Such contingencies—where political, operational, and commercial imperatives merge—benefit from being planned in advance and agreed in principle by all stakeholders. That is to say, it is desirable to achieve a broad consensus before foreseeable events come to fruition and certainly before any propensity toward risk aversion stifles what opportunities do exist. Examples of this approach include the use of decision-making templates or memoranda of understanding setting out the conditions needed to close a rail operation in response to a direct malicious threat or an adjacent incident, recommence operation if that threat then fails to materialize, and manage the return to normality after a threat has been neutralized.

**Policing and Security**

With respect to those practices known as policing and security, when roles and responsibilities become confused, a vulnerability exists. Policing, in its purest form, means maintaining the peace and upholding the rule of law. Active policing is certainly capable of countering terrorism,
and of deterring, detecting, or displacing its adherents, but not in isolation. Success is more likely where the functional structure is optimized toward policing the railway as a specific task and where organizational memory is accumulated and retained. It is less apparent when the railway is simply another constituency within the general policing effort. In contrast, security is a broader concept that includes the range of physical and procedural measures necessary to make an attack less likely and any response more efficient. As a BaU activity, security is likely to be industry-led—with or without the direction of a regulator or the police—but always coordinated within the overall CT effort. Benefit, in terms of public safety and managing societal risk, is maximized when these endeavors operate seamlessly. This desirable outcome is most likely to occur when information necessary to manage identified vulnerabilities is shared through formal channels, involving conduits for both top-down and bottom-up communication. By necessity, sharing sensitive information is likely feasible only within a need-to-know framework involving trusted partners. In this respect, the imposition of artificial barriers—such as security groups that exclude railway experts simply because they are not security professionals—is predictably counterproductive. See chapter 11 for insights on effective information and intelligence sharing.

Railway networks were conceived at a time when terrorism, though not unknown, was certainly of a lower profile and less potent than it is in the twenty-first century. Many stations are not amenable to prescriptive security regimes, such as those involving physical searches and a high reliance on detection technologies. The use of fixed-point detectors, as a particularly problematic example, is predicated upon the existence of a coherent operational requirement that addresses questions such as: How will passenger throughput be maintained while detection data are being processed or exploited? If signal processing is not instantaneous, where might the subject of a positive result be when the alarm is noted, and how will the target individual then be identified and located without delay? What is the anticipated outcome if a person-borne IED (PBIED), firearm, or SBB threat is detected but the threat actor has already reached a target-rich environment? If the confidence level of a detector technology is known to be below 100 percent, then what value does the system have? What arrangements, such as additional staffing and the associated training burden, physical security, and blast mitigation, are necessary to deal with positive results? There are also the broader

questions of: who sets the standards for use? Who enforces the standards? And, not least of all, who pays capital and running costs?

**Media Impact**

Attacks directed against mass transit rail, because of the nature of the hazards they expose and the “dread risk” they represent, are readily comprehensible to stakeholders and the wider population. Such events—because they are imbued with the salience of mortality—invariably generate mainstream and social media coverage, which represents an additional attraction to threat actors. Even in 2005, viewing figures released by the BBC indicated that more than 50 percent of the British population watched *BBC News* coverage on the day of the 7/7 London bombings (see exemplar 9). The observation is of particular relevance now because all-pervasive camera phone footage and instant messaging have become mainstream sources of information. The physical attack focuses attention where rhetoric alone may fail to gain traction, and the newsworthy incident allows threat actors to display power in a manner that is visceral and unambiguous. Moreover, public interest and outrage (see terms in figure 7-1) drive additional exposure, thus delivering a propaganda bonus. Each new attack serves as a reminder of previous atrocities, and all are linked by the common themes of the railway and the vulnerability of its passengers. This ready association can be manipulated further through the tactic of binary terrorism: the combining of physical attacks with preceding or subsequent threatening communications conveying false information.

Terrorist signaling of this type reinforces the spectral nature of the threat to mass transit rail (see exemplars 3 and 13), often becoming a vector by which public attention is diverted from the atrocity toward perceived failures in the response. Recognizing that such exposure is a core element within the threat actor’s motivation further reinforces the importance of avoiding overreaction, minimizing disruption, and expediting the return to normality by reinstating rail services as quickly as is feasible. This outcome is achieved most effectively

when risk is assessed in context, when the process of assessment is inclusive (and not needlessly or cynically selective), and when uncertainty is recognized as an inevitable consequence of dealing with a malicious act.

**Plausible Methods of Attack (MoA) in the Rail Environment**

This section develops the themes exposed thus far by situating vulnerability in context by using incident exemplars. These exemplars illustrate MoA that are plausible and representative, rather than just recent. Collectively, the exemplars provide support for the contention that countermeasures based upon faulty specification of the problem may be inefficient, subject to a range of unintended adverse consequences, and problematic to defend when subject to legal challenge. In contrast to what follows, this section commences by considering an event unrelated to terrorism in every aspect except in the minds of some of those present and the media sources to whom they spoke.

**Fear of Terrorism**


At approximately 9:00 a.m., a male passenger on a tube train at Chancery Lane was surprised when his man-bag produced a loud “pop” and began to issue smoke. Upon looking inside, he saw his e-cigarette, charging via the USB port on his computer, had failed. The battery case had ruptured due to internal pressure and caused the noise and smoke. While he was reassured, to some extent, by what he saw, fellow passengers were not. The following is taken from an effervescent article in the Huffington Post:

> Passengers screamed and ran out of Chancery Lane station in central London while others were in tears following the security scare at 9:30am…. “You just assume the worst, don’t you,” [an eyewitness] said. “I didn’t know to be honest what had happened.”

Platform staff were alerted and talked to the surprised owner of the bag. He was behaving normally and offered a logical explanation for events. He showed staff the charred remnants of his e-cigarette and his computer.

---

There was no fire and no smoke visible by this time. There were no indications of a deliberate explosive event or that the e-cigarette had been modified or adapted to create a weapon. Frontline staff with whom he spoke and who checked the CCTV footage were satisfied this was a minor accident and, in accordance with their security awareness training, they did not report the event as suspicious behavior. The train service recommenced with minimal delay.

Simultaneously to the pragmatic process of assessment undertaken by staff at platform level, passengers who had self-evacuated were tweeting their experience of being “blown-up on the tube.” These reports led to media interest directed at police and the rail operator. Due to the nature of the initial information, and what was appearing on social media, the incident also attracted the interest of specialist CT units. One witness reportedly said she heard a massive bang and people shouted “bomb” as smoke started coming from the backpack. Yet, as was known by staff and police at the station, there was neither a backpack nor a massive bang. Indeed, there was no bomb.

The early stages of a railway accident—particularly one involving fire, explosion, or derailment—may be indistinguishable immediately from an act of terror. The ability to recognize key characteristics from early reports from a scene is a concrete reason why a close working relationship between rail operators and CT responders is desirable and beneficial. Exploiting specialist knowledge concerning how the system should operate—and therefore what is undesirable but normal, as opposed to the genuinely unexpected and suspicious—is invaluable in terms of the collective ability to disaggregate signal from noise (see the comments regarding early reports of an explosion in exemplar 9). Disruption to services will invariably attract media attention and the fear of terrorism may induce a form of contagion among dispersed rail users, provoking well-intentioned but false reporting over a wide area. Developing a security culture, in which frontline staff are invested, is one means of managing this contingency, as exemplar 8 will illustrate.

### Sabotage and Attacks against the Line of Route (LoR)

Most occurrences of mechanical or electrical sabotage of rail infrastructure tend to be criminal in nature, rarely driven by a terrorism-inspired methodology. Given the vulnerability of power supplies, signaling equipment, points, and the permanent way generally, this may be considered surprising. There are examples of single-issue groups and lone actors putting items on the track.

---

or attempting to short or burn electrical cables.\textsuperscript{26} In 1995, an entity in the United States styling itself “Sons of the Gestapo” tampered with running lines at a remote location. The saboteurs rigged electrical connections to indicate, erroneously, that the track was intact. As a result, a locomotive and 12 cars derailed, and three carriages propelled 10 meters into a ravine. One person was killed and 60 injured. The human tragedy notwithstanding, this event is cited most often because of its rarity rather than its impact. More recently, jihadi publications promoted a homemade derailer: a device fabricated from concrete and steel and weighing only a few kilograms. This call to action appears to have failed as no trains were derailed (see exemplar 2). From a practical perspective, and in contrast to the placement of IEDs (a potentially rapid and more effective attack option), mechanical sabotage may be time consuming, require the participation of several perpetrators on-site, and, possibly, some insider knowledge.\textsuperscript{27} It is perhaps for this reason that explosives remain the weapon of choice (see exemplar 3).

\textit{Exemplar 2: Specter of the Jihadi Derailer}

In 2017, a jihadist publication highlighted the desirability of derailing trains in the United States and Canada using a purpose-made derailing tool placed along the LoR.\textsuperscript{28} The tactical use of such a device, however—including optimal placement, attack timing, and concealment considerations—was not addressed in detail. The method also required notable effort in terms of the object’s construction, involving the casting of a concrete wedge reinforced with preformed steel. Despite initial excitement within the media and some intelligence circles, it became apparent that simpler and more plausible derailment options existed, as the rail accident data demonstrates. It was also far from clear whether the object as described was fit for the purpose.

\textit{Exemplar 3: British Experience of LoR Attacks}

From 1991–2001, the IRA was responsible for almost 70 railway-related incidents, 30 percent of which were directed toward LoR targets. Aside from the running lines, attacks also involved signaling equipment, associated items of infrastructure, and, less frequently, and unsuccessfully, bridges. In most cases, bomb placers used the isolation of the locations selected to their tactical advantage. Concealment of devices, if any, was rudimentary. In one case, an IED that was simply laid on top of a ballast, but in close proximity

\textsuperscript{26} Jenkins and Butterworth, \textit{Train Wrecks and Train Attacks}, 1–2.

\textsuperscript{27} Brian M. Jenkins and Bruce R. Butterworth, \textit{Long-term Trends in Attacks on Public Surface Transportation in Europe and North America} (San Jose, CA: Mineta Transportation Institute, 2016), 12–13.

\textsuperscript{28} Jenkins and Butterworth, \textit{Train Wrecks and Train Attacks}, 3–5.
to a rail, detonated under a train that had just been brought to a temporary halt. It is also worth noting that because of the IRA’s use of time-delay devices and the possibility of service variations within timetabled movements, exactly where trains would be at the time of detonation could not be known. While derailment was not the specific intention of the bombers, it is pertinent to note that on several occasions the possibility of a high- or low-speed derailment seems to have been a matter of chance.

While some high-profile and highly trafficked locations were chosen, many other targets were remote and of marginal significance. What was apparent is that the bombers made use of the strategic road network to travel to rail targets, often gaining access where an existing trespass point and off-road parking coincided. This type of analysis was generated through local railway knowledge and post-incident investigation. It proved particularly useful when responding to ambiguous bomb threats, allowing the prioritization of areas of interest and providing a focus for response activity. Conceivably, it was the “hardening” of the station environment—including the deterrent and evidential impact of CCTV, station and train checking regimes, and proactive police patrols—that displaced the bombers and redirected their attention. In the British experience, such measures worked well in prioritized public spaces. With respect to the vast number of remote and secluded locations along the LoR, such measures were less practical.

In other parts of the world, it is apparent that those intent on mass murder often used command-initiated devices and IEDs triggered by train movements. A command element—such as a wire, radio or phone signal, or some form of sensor—ensured a moving train was at or adjacent to the attack locus and approaching at high speed. Chosen locations have often exploited the momentum of the train with carriages being propelled into a more hazardous situation. Notable in countries engaged in, or proximal to, civil or local conflict on a large scale, is armed assault against any survivors. Variations on this theme occurred in Thailand, the Indian subcontinent, Egypt, Algeria, and South Africa.29

**Physical Assaults against People**

As a tactic of terrorism, assaulting individuals incrementally and with lethal force is a relatively recent railway-related MoA. It may have been inspired by beheading propaganda of the type available online, but it is reasonable

---

to surmise that attraction lies in the ready availability of large knives, axes, and other such weapons. In China, the tactic was used in a rampage-style attack in 2014, and to some notable effect.\textsuperscript{30} In Western Europe and the United States, however, it is clear that just as “rock beats scissors,” a police officer’s gun beats a terrorist’s knife (it is notable that SBB weapons, however, have been used to ambush police officers and steal their firearms). It is also clear that attacks in confined spaces offer some tactical advantage to the threat actor. One notable development, a crude but sometimes effective attempt to reduce the efficacy of any armed police or military response, has been the overt wearing of objects intended to represent a PBIED. The hoax PBIED has proved to be of limited protective value against trained shots, especially when following suitably robust rules of engagement.

**Exemplar 4: UK Incident (2018)**

During the midevening of New Year’s Eve, a lone attacker launched an unprovoked and spontaneous stabbing and slashing attack against two people at Manchester Victoria station. Prior to the assault, the attacker recited Islamic verses. A single police officer was quickly at the scene, but Taser, Captor, and physical restraint techniques proved disappointingly ineffective. Only with support from additional officers was the attacker subdued and arrested. The attacker had two knives, one in his hand and one about his person. During the incident, he repeatedly stabbed the police officer. Even when under restraint, he was noncompliant and maintained a jihadi-style rant. The man reportedly suffered from mental health issues.

**Exemplar 5: French Incident (2017)**

During the early afternoon of a Sunday in October, a man armed with what was described as two butcher’s knives, one of which was concealed up his sleeve, attacked and murdered two young women in the vicinity of the railway station in Marseille. The attacker was dispatched promptly by soldiers on dedicated station patrol duties supported by a number of covert police assets. The incident was later claimed by the Islamic State (Da’esh). The assailant, a drug addicted low-level criminal, is not thought to have been radicalized within a formal cell structure.

Exemplars 6 and 7: German Incidents (2016)

At approximately 9:00 p.m. on July 18, a lone young male—an Afghan refugee local to the area—attacked passengers on a suburban rail service in Germany. He was armed with an axe and a knife. During a relatively short attack, three people were seriously injured and at least two others received lesser injuries. The train was not operating at capacity and was not, therefore, a target-rich environment, but it was a confined space. Media sources reported the incident as religiously motivated because of what the youth is alleged to have shouted and his possession of an Islamic State (Da’esh) flag. He was shot dead by police when he disembarked the train and assaulted armed officers.

During the early morning of May 10, a single assailant launched an unprovoked knife attack at a suburban railway station in southern Germany. The attacker was a German citizen in his late twenties. At least four people were injured, one fatally. As noted as part of previous SBB incidents, it is alleged the assailant aligned himself to jihad during the commission of the attack. Using batons, police officers were able to overpower the man without firing a shot. It is not clear why the attacker chose a relatively small suburban station or why he attacked at approximately 5:00 a.m., in advance of the peak travel period. It is reasonable to suggest that target selection was idiosyncratic. The man was not familiar with the area and the timing of the attack may relate to the fact that upon his arrival at 1:38 a.m., the assailant was unable to find a hotel, so he simply returned to his point of arrival. Mental health issues were considered significant with respect to the man’s behavior.

Collectively, the exemplars illustrate that target selection can be idiosyncratic in nature. Notably, many assailants go unchallenged prior to the commission of the attack, with any odd activity being absorbed within the wide range of behaviors deemed normal for a railway. On the continuum of accessibility, assailants were sometimes drawn to targets that may, as a part of any formal process of threat assessment, be deemed marginal. In each of the cases discussed here, the inherent vulnerability of mass transit rail was redressed by prompt and decisive action by police who were either patrolling the locale or dispatched as a mobile resource.

Improvised Explosive Devices (IEDs)

There are numerous examples of IED attacks against rail passengers, rolling stock, and infrastructure. Where human capital is limited or otherwise valuable, hand-placed or sometimes vehicle-born, timer-controlled IEDs
remain the preferred MoA. Where the intended target is perceived as difficult to access or otherwise protected, stand-off weapons or delivered IEDs have been utilized. When the bombers intend to give their own lives, whatever the motive, PBIEDs may be encountered. Command-initiated devices have been used where the target was mobile. Variations on the themes identified have included those listed below:

- No-notice attacks (presumably, the absence of a warning is to maximize casualties)
- Attacks preceded by an accurate warning (presumably to minimize casualties but also as a means of claiming a “moral” position should the attack not go to plan)
- Attacks preceded by a warning containing deliberately false information to maximize disruption and/or create a killing zone at predictable evacuation routes and assembly points and divert blame (see socially engineered attacks in exemplar 13)
- Attacks involving multiple devices set to function simultaneously or to a pattern of delay
- Attacks involving a mixture of IED types (for example, high explosive interspersed with incendiary, vehicle-borne IEDs and hand-placed IEDs, and time-delay IEDs protected by anti-handling circuits)

A feature of attacks in stations is that hand-placed IEDs deposited in public spaces were often noticed (sometimes stolen) before they functioned. This reality seems to have led attackers, at times, to deliberately place the devices where they were less likely to be seen and reported quickly (such as in litter bins and lavatory cubicles). Throughout the 1990s in the United Kingdom, instances of bombs being abandoned in public spaces in stations declined sharply as a result of a formalized station checking regime, implemented by trained rail staff working to a directed plan, and the removal of areas of concealment, especially litter bins. This initiative brought an unexpected security bonus in terms of deterrence: litter-picking activities undertaken by staff in high-visibility apparel reinforced the impression of public spaces being “owned.” Associated measures involved a structured campaign of risk communication directed at passengers, prioritized police patrols timed to support staff security activities, and enhanced CCTV coverage.
Exemplar 8: Low-level/Low-sophistication IED, London (2016)

During the midmorning of Thursday, October 20, passengers traveling on a Jubilee Line train noticed a small rucksack that had been left in clear public view adjacent to the train’s double doors. The bag was ignored for several station stops but, at Canary Wharf, a passenger picked up the bag and handed it to the train’s driver, who placed it in the cab. Only when the train was moving did the driver become suspicious and, eventually, call police. Following an assessment by specialist officers, an explosive ordnance disposal (EOD) team disarmed a crude but viable timer-controlled IED incorporating a confined low-explosive composition. In summary, this incident includes the following highlights:

- The construction of the IED was rudimentary but did include additional fragmentation.
- The timing of the attack appears not to have exploited the peak travel period and the train was not operating at capacity.
- The bag was left in clear public view to the extent that other passengers watched the bag’s owner exit the train.
- In contrast to more successful attacks (see exemplars 9–10), only a single device of low mass was used.
- The item was not subject to any deliberate process of assessment until examined by police.

It remains unclear why the bag was moved, handed to the driver, and then—against training, documented protocols, and expectations—placed within the cab. This action was taken despite the weight being unevenly distributed relative to its bulk and, of greater concern, the visible presence of wiring, a modified electromechanical wall clock, a dry-cell battery, and wires entering a thermos-type flask. Potentially, this was an example of what Freudenburg defined as the atrophy of vigilance, since it occurred during a period in which train bombings in London had become rare events.31 Utilizing data from London’s extensive CCTV network, the arrest of an autistic young man, whose interest in weapons was identified as misguided rather than terroristic, followed quickly. There was, however, evidence presented that the perpetrator had read an online publication of dubious technical merit but, nonetheless, attributed to al-Qaeda.


On the morning of July 7, four young men traveled from their home counties to London by train. Upon arrival at the rail hub (King’s Cross), three of them then boarded different underground trains. Eight minutes into their journeys, and only when the carriages were traveling through the closely confined environment of a relatively shallow tunnel, the first two PBIEDs were detonated. The third explosion happened 500 meters into a very deep section of tunnel. It is estimated that the three explosions occurred over the course of less than one minute. The fourth bomber had been unable to board a train before his accomplices initiated their devices; he had to buy a new battery for the IED he carried but may also have been a less committed individual. Since train services were suspended, he boarded a bus and detonated his PBIED shortly after the journey commenced. The four explosions occurred over the course of one hour, with the train bombs clustered temporally at approximately 8:50 a.m. and the bus bomb functioned at 9:47 a.m. First reports were initially attributed to an accidental power outage—a recurring and anticipated electrical supply problem—but police officers in close proximity recognized the characteristics of an explosion: the distinctive noise, ground shock, and dust issuing from the tunnels. It was not immediately clear how many trains were affected because multiple reports pertaining to the same incidents were being received. Within 25 minutes, all trains were brought to a halt at platforms, and a full evacuation—in accordance with a well-practiced plan—commenced shortly afterwards. By that stage, camera phone images of the carnage were appearing online.

People displaced from the rapidly closing underground stations formed large crowds in the streets. Some attempted to continue their journeys by taxi or bus while others waited for train services to resume. For some time, it was not clear whether other attacks were pending, and numerous reports of suspicious behavior were received. This uncertainty was heightened when the delayed fourth IED detonated. Due to the rapid evacuation from tube trains, numerous unattended bags required police assessment, further stretching resources and causing additional disruption. The vast majority of unattended bags were dealt with quickly using a railway-specific assessment protocol called H-O-T. This simple heuristic devised in the early 1990s aims to disaggregate noise—the discovery of an unattended bag in an environment where such discoveries are common—from the signal, the possibility that a bag may contain an IED. Using the H-O-T heuristic, trained rail staff or police focus
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on three aspects of known relevance. Is the item hidden? Very few passengers who forget their belongings hide them first. Is the item obviously suspicious in appearance or in the circumstances of its discovery (see exemplar 8)? Is the item typical of what is usually discovered in the environment in question?

Following police search activity and the rapid redeployment of additional officers, elements of the underground network began a phased reopening later that afternoon. In total, 52 people had been murdered and many more injured grievously. As the underground incident scenes were particularly distressing and challenging, those elements of the network affected directly remained closed for several weeks. This disruption was not primarily because of bomb damage, but because of the protocols used to manage the crime scene.


On March 11, terrorists deployed 13 IEDs on suburban commuter trains converging on Madrid. The bombs, visually indistinguishable from legitimate luggage, were placed as the trains waited at relatively remote suburban stations. Between 7:35–7:40 a.m. (note: timings vary depending upon the source consulted), 10 explosive devices detonated in four trains along the C-2 commuter train line running from Guadalajara to Atocha Station. Each IED was contained within hand-carried luggage. In addition to the 10 bombs that detonated, EOD rendered safe the remaining three devices, including one discovered among abandoned luggage some hours later. The bombs were timer-activated and set to explode after a delay of 30 minutes. With approximately 700 people on each of the trains, the carriages were crowded. Witnesses mention seeing the bags being placed on the train, but none considered the action sufficiently suspicious to report it at the time.

The first explosion (of three on the same train) occurred on a commuter service that had already arrived at Atocha station, killing 29 people and wounding 176 others. A fourth IED was later located on the train and made safe by EOD. Further explosions occurred on another commuter train that was running two minutes behind schedule. This train was moving into Atocha when four bombs detonated, stopping the train approximately 500 meters away from the first bomb scene, killing 59 people and wounding 200 more.

Almost simultaneously, two explosions occurred on a third train, and, sometime later, two further IEDs were made safe by EOD. As a result of these explosions, 67 people died and there were 200 casualties. A little further away from Atocha, a single bomb exploded in a train carriage, killing 20 people and wounding 50 others. During the weeks after the attack, a further 26 people died of their injuries. In total, the bombings claimed over 200 lives.\textsuperscript{35}

The inherent vulnerability associated with mass transit rail was clearly relevant in the London and Madrid examples. Bombers entered the rail network at points where security measures were marginal and used the trains to bring the IEDs to more critical locations. The fact that passengers in Madrid watched the bags being abandoned in the carriages in which they were traveling yet did nothing indicates a major defect in the prevailing culture of security (see exemplar 8). In contrast to London, train services in and out of Atocha were not suspended, and the crime scenes were dealt with exceptionally quickly. In Spain, a seemingly robust approach to risk management meant minimizing disruption and expediting the return to normality were established political and operational priorities. As in exemplar 9, there was an enhanced security and police presence after the attacks, but, unlike London, military assets were integral to the high-profile policing function.

\section*{Quick-acting Noxious Hazard}

Quick-acting noxious hazards are associated most closely, but not exclusively, with chemical weapons. To date, terrorists’ relatively ineffective and infrequent use of this MoA is difficult to reconcile, especially given both their declared intention and demonstrated willingness to perpetrate mass casualty attacks by other means. When compared to the familiarity with and proven capability of explosives, however, a rationale based upon pragmatism emerges. The seminal example of an incident affecting rail mass transit occurred in Tokyo and is outlined below.

\textit{Exemplar 11: Tokyo Metro (1995)}

The attack on March 20 was a resource-heavy criminal enterprise involving the production of an approximation of sarin, a volatile nerve agent from the World War II era. When the attackers manually disseminated multiple containers on several trains—traveling on three different lines yet each passing through the same hub station—it created a major incident

The attack commenced at approximately 8:00 a.m. on a weekday morning. Initial reports of people in distress on crowded trains were not immediately recognized as a precursor for what was to follow; the initial belief of the railway control was that the cause must be accidental. Despite understandable uncertainty within the response community, it is noteworthy that local news reported the incident by 9:00 a.m., and international news had picked up the story by 9:12 a.m. Approximately 90 minutes after the sarin had been released, an attack was declared and enhanced security put in place. Over the course of the day more than 4,000 people sought hospital treatment, some carrying contamination with them into hospitals. Such was the confusion that one contaminated train completed its journey and then began the return trip toward the incident scene.

The relatively low efficacy of the nerve agent, combined with its inefficient release meant anticipated lethality was reduced considerably. The sachets in which it was contained were punctured manually—at which point the perpetrators decamped—and dissemination then relied upon evaporation of the pooling volatile liquid. Contemporary figures vary, but it seems likely that the overwhelming number of self-reporting casualties were, in fact, the “worried well.” In contrast to the multiple train bombings in Madrid and London, the death toll was relatively small, as eight people died within the first 24 hours from among 1,000 who displayed clinical symptoms. Over the years, a number of victims have died as a long-term consequence of being poisoned. The incident highlighted the relative unpreparedness of the railway and responders when dealing with a highly volatile fast-acting and unrecognizable chemical hazard—specifically, the challenges of detection, identification, and monitoring. These difficulties meant many responders became contaminated unknowingly and contaminated evacuees were neither identified nor controlled. These challenges resulted in notable cases of secondary contamination among taxi drivers, people at street level, and hospital staff.

Since the Tokyo attack, the chemical MoA has become a mainstream CT concern. Chemical attacks are generally considered in concert with biological, radiological, and, somewhat incongruously, nuclear hazards. Combining these four unique hazards into one acronym, CBRN, masks the very different challenges and relative plausibility associated with the discrete hazards the acronym seeks to encompass. Had the Tokyo attack incorporated

a biological hazard with a longer incubation period (measured in days or weeks), the scale of the subsequent public health emergency could have been overwhelming. Apart from a jihadi propaganda effort (the so-called Mubtakar [sic]), similar chemical attacks have not occurred in the United States or Europe (though, somewhat unhelpfully, some databases record incidents involving irritant sprays under the heading of chemical attack). On a smaller scale, nerve agents have been used for political assassinations unrelated to railway travel.

In the Tokyo attack, it is clear that organizational surprise was a significant factor in failing to respond to what was being reported from the numerous incident scenes. Additionally, the nonpersistent nature of the hazard greatly aided the swift return to normality, especially when compared to the extended duration of the decontamination effort following the anthrax (biological) contamination of buildings in the United States in fall 2001. Practical countermeasures adopted to date focus extensively on ensuring potential victims (1) identify the signs and symptoms of attack, (2) recognize the immediate need to move into fresh air and remove any contaminated items of clothing (the existence of challenges relating to modesty, inclement weather, and the possibility of noncompliance notwithstanding), and (3) await specialist advice and not act as a vector for secondary contamination.

In recognizing the need to expedite the return to normality, some underground rail systems routinely use monitoring equipment to profile the environmental conditions at vulnerable locations. This activity provides baseline readings against a criterion of what is normal for that operating environment and increases user familiarity with detection, identification, and monitoring apparatus.

**Firearms**

Large-scale incidents involving firearms on trains or in stations are rare events. Increasingly, jihadis have incorporated automatic weapons in an offensive role during attacks at airports and some marauding incidents, but not usually at stations. Some threat actors have carried side arms for personal protection, but rarely as the primary weapon of attack.

---


On August 21, an armed assailant emerged from the lavatory of a train in service on the Amsterdam to Paris route. He had an assault rifle with a folding stock (enabling him to hide it within hand luggage), several spare magazines, a self-loading pistol, a knife, and a container of flammable liquid. Given the very limited options available to them, but showing great courage, passengers on the train attempted to restrain the man. One person suffered knife wounds and another was shot with the pistol, but there were no fatalities. The gunman was unable to prepare his assault rifle to fire reliably because he failed to clear a stoppage. As a consequence, he was overpowered by the passengers he set out to kill. In reviewing this incident, it is apparent that the element of surprise and the selection of unarmed people in a crowded and confined space provides shooters with a clear tactical advantage. This advantage extends over victims and armed responders alike, especially if the exact location of a train in service cannot be determined quickly.

This incident raises serious questions about the validity of official advice suggesting that would-be victims should not challenge an armed assailant but should run and hide instead. How passengers should follow this advice on a train in service is not clear. Similarly, despite creditable improvisation by some members of the train crew, the contingency had not been foreseen and no countermeasures were in place. In particular, some of the train staff seem to have been overwhelmed by the event and played no active part in its resolution.

There may be no single reason for the low uptake in a firearms-based MoA against rail targets, particularly given the exploitation apparent in other environments, but it is possible to speculate that no-notice IEDs are perceived as more effective. The increasingly efficient and focused action of better-armed and better-trained responders may also be regarded as a more credible deterrent than it once was.

Social Engineering

This chapter has already alluded to the issue of social engineering—that is, to induce a false belief thus causing intended victims to work against their own best interests—by highlighting examples when threat actors wore hoax PBIEDs to distract both victims and responders. Encountered more frequently is the use of threatening communications, such as messages suggesting an attack is imminent and people must be evacuated. This tactic is also encountered as a feature of extortion scams and
only very rarely are such messages from terrorists. Even when a causal link is established, the information these messages contain is of variable quality or even deliberately misleading.

**Exemplar 13: IRA Binary Terrorism, United Kingdom**

The following example, taken from a contemporary news report, is representative of valid bomb threats. It illustrates the range of difficulties, often encountered simultaneously, when police or other risk managers attempt to divine meaning from information. A series of similar, but not identical, communications marked the commencement of a campaign of binary terrorism lasting more than 10 years. During that period, British police dealt with 10,000 railway-related bomb threats, yet fewer than 1 percent resulted in the event they claimed to presage. The first message of the new campaign—received after one IED had already detonated—was reported thus:

> Before a bomb exploded in a trash bin at Victoria Station during the morning rush hour, a caller with an Irish accent told authorities, “We are the Irish Republican Army. Bombs to go off at all mainline stations in 45 minutes[.]” . . . At least 19 false calls were received after the first explosion, which prompted British Transport Police to begin a search of stations . . .

The threatening communications, delivered early on a weekday morning, specified the targets as all mainline stations in London, but only two stations were targeted (and it remains unclear why one detonation occurred before the first threat was received). Encoding the message in this way may have been intended to focus police attention on central London terminals without disclosing which ones—an act possibly intended to maximize disruption while still supporting a claim of good faith. Its meaning, however, was interpreted in accordance with common and accepted railway usage, and the spatial descriptor was taken to mean any station on any mainline. This ambiguity, coupled with the imprecise reference to “in London,” substantially increased the number of potential locations affected from single figures to several hundred.
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Also of significance was the effect of noise on the process of decoding and understanding what the message really meant. A third party received the threat before it was then passed to police—a process that accentuated uncertainty about the fidelity of the message. In a different incident, it was noted that the wording of a bomb threat was passed verbally from the original call-taker to a manager whose recollection of the words used was then transcribed by a third person, and only at that point did the police receive the message. In that example—and as would often seem to be the case after an actual bombing—police were required simultaneously to deal with noise from competing threats of unknown origin, all of which proved to be hoaxes.

To the threat actor, the value of this MoA is that it exploits any predisposition toward risk aversion and, as such, represents a force multiplier. Acute vulnerability is especially notable where contingency plans are inadequately developed or generic and where a principle of precaution is the default position. In numerous examples of bomb threats against rail services, the outcome has been significant disruption, sometimes resulting in casualties attributed exclusively to uncoordinated evacuation activities.⁴¹ This situation can precipitate copycat threats and result in the unregulated transfer of risk. In a smaller but significant number of cases, decision inertia has led to people being moved from a place of relative safety into a place of acute danger. This undesirable outcome occurs when decisionmakers do not seek to differentiate between valid and hoax communications—that is, to estimate the credibility of the threat the being asserted.

**Mixed-methods Attacks**

In one of the two examples below (London), an attack incorporating mixed weapon types had been anticipated and resources allocated accordingly within a coordinated response plan, especially the use of armed police.⁴² The major station involved had measures in place to restrict vehicle access and a tested multiagency contingency plan. Most notably, the responders to the scene were better armed than the marauding terrorists. In the other (Mumbai), the MoA was unexpected and delivered by heavily armed, well-trained assailants with speed and focused aggression. The different outcomes are readily apparent.

---

Exemplar 14: Adjacent to London Bridge Station (2017)

During the late evening of June 3, pedestrians in the vicinity of London Bridge station were struck by a transit-type van. Three men exited the vehicle and then moved toward Borough Market, a commercial and residential area adjacent to the station. They immediately commenced a series of physical assaults, using long-bladed weapons that had been secured to their wrists with adhesive tape. No firearms were discharged and no IEDs deployed. The men were seen to be wearing bulky items on their belts—items assumed to be PBIEDs—but which were later found to be hoaxes. All assailants were neutralized by armed police within approximately 10 minutes. During the rampage, seven people were murdered and 48 injured, including an unarmed patrolling officer of the railway police. London Bridge station did not become the focus of the attack but was quickly closed and evacuated, and given its proximity to the crime scene, the station remained closed until the next week.

Exemplar 15: Central Mumbai Station (2008)

The attack of November 26 involved near-simultaneous incidents initiated by highly mobile, highly motivated, well-trained, and well-armed threat actors. Multiple teams attacked several locations over a very short period of time. The MoA included: armed assaults incorporating the use of hand grenades, carjacking, drive-by shootings, timer-controlled IEDs, directed assassination of armed police and selected foreigners, indiscriminate killings, building takeovers, and barricade and hostage taking. Relevant to this chapter are the events at Chhatrapati Shivaji Terminus (CST), Mumbai’s central railway station. This station was a predictably crowded and target-rich environment, and a small number of attackers was active for approximately 25 minutes. Commencing in the late evening, more than 50 people were killed and more than 100 injured, with the majority of casualties taking place in the first six minutes of firing. Casualties at CST represent approximately one-third of all those recorded throughout this incident. This high number of casualties highlights the vulnerability of a crowded station where there are few places to provide immediate cover from view or from kinetic effects. The series of attacks extended across several days, nearly 60 hours in all, before the attackers were neutralized. Despite initial claims that more than 20 terrorists were roaming the capital, there were actually 10 active shooters, nine of whom were killed.43

This attack was expansive and novel when measured against previous incidents in Mumbai, which involved similar large-scale loss of life but through the use of IEDs. The speed and aggression of the attack overwhelmed the initial responders at the railway station; they were not expecting an armed assault, were not trained to deal with the situation they confronted, and were not armed or protected to take on the attackers on equal terms. It is notable that attackers actively avoided those who could respond in kind, breaking contact quickly when encountering serious opposition. CST exhibited the inherent vulnerability already discussed. High levels of uncertainty meant responders could neither immediately comprehend what was happening on the ground nor implement a coherent response to it. The delayed response was inevitable because of the large number of reports the police had to process. During the initial confusion at CST, more people entered the attack locus, both as pedestrians and on inbound trains that could not be stopped. By the time responders were organized, the marauding attackers had moved on to their follow-on targets.

Developing the Lessons Available

The case study section illustrates a variety of established MoA to which railways remain vulnerable, and to which terrorists have gravitated in the past. Whether they will do so again is beyond the scope of this chapter except to note that threat actors often return to MoA perceived to have worked for others, especially where exposed vulnerability remains unaddressed. Variations noted in attack methodology, when they do arise, tend to be in terms of scale, skill, or scope rather than novelty or originality. This situation is problematic, because the vulnerabilities that threat actors exploit are integral to how railway systems were designed to operate. With the notable exception of the Tokyo subway attack, the following themes are discernible:

- Attacks against people have most notably involved explosives, often augmented by the addition of fragmentation. Firearms and other close-quarter attacks involving SBB weapons have come to the fore in recent years, and determined attackers seem to mix-and-match MoA as a deliberate tactic.
- Attacks against fixed infrastructure targets involved primarily explosives and sometimes flammable materials. Mechanical sabotage has been relatively uncommon.
Attacks against trains in service involved explosions in carriages or along the train’s route. In some regions of the world, firearms have been used to attack survivors and, occasionally, rake passing trains.

It must be assumed that terrorists will continue to build on their strengths and exploit weaknesses in the governments and institutions of NATO member states and partner nations. Looking beyond attacks within, or proximal to, war zones where terrorists’ capability and capacity may be extensive, analysis of rail incidents suggests substantial mass casualty events represent relatively rare occurrences. This is not to suggest that aspirations among would-be or established terrorists are not high or that unexpected and transient successes might occur. Incidents which combine established MoA, when encountered simultaneously or incrementally, remain of particular concern. They exist as a warning against developing risk assessments that only consider one specific MoA (see exemplar 15) without taking into account how to respond when faced with situations involving multiple MOA. Having separate contingency plans for SBB, firearms, and IED attacks is very different from responding to a scenario in which they occur simultaneously. Terorists consider cunningly elaborate MoA, most of which overpromise, under deliver and, after considered assessment, are often found to be implausible. In this regard, care must be taken not to overestimate the magnitude of the risk management challenge when novelty generates heat rather than light. The efficacy of the countermeasures deployed is affected by a range of variables, and no single option represents a panacea, hence the need for an integrated approach. As is readily apparent, if high levels of security only apply to some central locations, then there is little to prevent attackers from entering a network at its fringes and using trains to access targets of choice (note exemplars 9–10). Realizing value in relation to any investment in physical security relies heavily upon the quality of the concept of operations and the defined operational requirements within which it resides.

In considering the collective substance of the exemplars provided here, there is a strong argument against target hardening that results in open railways becoming fortified citadels, even if such a change were possible without destroying the societal benefits rail users have come to expect and upon which economies depend. Instead, to maintain a credible BaU posture in the face of an uncertain threat, spaces should be owned by those who work in them and use them, including dedicated security and police assets.

44. For additional information, see “Australia Terror Accused Discussed ‘Kangaroo Bomb,’” BBC News (website), January 28, 2016, http://www.bbc.co.uk/news/world-australia-35425665.
See the recommendation in chapter 6 for airport community security programs. Developing a strong culture of security can constrain a threat actor’s freedom of movement and increase the likelihood of recognizing suspicious activities. As a consequence, reports of concern become more meaningful because of the context with which they are explicitly associated (note exemplar 1). Moreover, the organizational response will exhibit greater cohesion and resilience because stakeholders share an approximation of the same worldview and are invested in the risk management process (an observation that also represents a strong argument in favor of specialist rather than generalist railway policing). The scale of this task should not be underestimated. As stressed throughout the chapter, integral to the process of developing a context-specific StRA is the ability to reconcile the purpose of rail operations with a rational appreciation of exposure to plausible threats. This is a task that requires significant input from those who understand how railways operate as public transport networks, not just as abstract security challenges.

**Conclusion**

Utilizing case study data drawn from the rail environment, this chapter has discussed a number of contemporary debates concerning proportionate, pragmatic, and effective options to manage terrorism-related risk. It has addressed the nature of the inherent vulnerability of rail operations and identified the need to develop a clear understanding of what risks are relevant and in what context. The process outlined requires the inclusion of multiple stakeholders, some of whom may adhere to differing precommitments. This reality reinforces two factors: (1) the requirement for an inclusive, coherent, and transparent process of risk assessment and (2) the benefit of developing a risk management doctrine—including templates to guide active decision making under conditions of uncertainty—agreed upon in advance by relevant stakeholders. Countering such a diverse threat against such a diverse target involves:

- Adopting a pragmatic and, as far as is possible, transparent and inclusive approach to the strategic assessment of risk.
- Ensuring the resultant StRA is informed by professionals with a clear grasp of how best to achieve the primary purpose of networked rail services.
- Devising a concept of operations that matches the context-specific vulnerabilities and plausible threats identified.
Developing a security culture within which all stakeholders are able to share an approximation of the same worldview.

Not allowing uncertainty to ferment decision inertia.

Neither the attractiveness of rail operations to terrorists—especially the target-rich nature of crowded trains and heavily trafficked stations—nor the challenges of managing risk without compromising utility have been underestimated here. All options require application in context, particularly in the tightly coupled environment of a rail network, because any isolated quick win is rarely synonymous with a permanent fix. Within prevailing cultural norms and societal expectations, most railways are structured as “turn-up and go” transport providers, and this functional reality is not amenable to structural change in the short or even medium terms. As one senior figure within the British Cabinet Office noted after the 2005 London bombings, when explaining why terrorist bombers had faced no identity or baggage checks when entering the rail network, “You have to be able to travel if the purpose is to travel.” 45 This statement implies that checking the status of every passenger while facilitating almost eight million journeys each day was an impossible task. That statement was a refreshingly frank recognition that there will always be dynamic tension between the needs of the mass transit operator—including the practical constraints they face—and those charged with countering terrorism. This chapter has set out one approach to reconciling such differences as a means of managing risk more effectively and maintaining a BaU posture more credibly.

In most urbanized societies, water is taken for granted and little thought is given to how fragile the supply of this vital resource can be. A water emergency, however, such as a treatment plant outage, a water source contamination event, or natural disaster has the potential for significant disruption to society and the infrastructure that depends on water to function. Most other sectors of critical infrastructure, as well as activities of daily living, are highly dependent on the water sector. As a result, consequences of a water emergency can be significant and may occur immediately without notice depending on the nature of the event. Thus, the security and resilience of the water sector is a key component of a nation’s civil preparedness that can have military and international implications as well. Terrorist threats to water delivery or contamination of water sources as a terrorist act can impact a nation’s ability to move and sustain its military forces and project military power when required. From the perspective of the North Atlantic Treaty Organization (NATO), threats to the water sector in one member state could have ripple effects that limit or diminish NATO’s military mobility and force projection in support of its essential core tasks.

Therefore, it is important to understand water sector risks and find ways to effectively mitigate them. While this chapter focuses on the US water sector and uses a case study from one of its most important metropolitan areas, the chapter provides a helpful framework for other Allies and partners to understand, adapt, and employ to their specific circumstances.
To that end, this chapter includes five main sections to: (1) provide an overview of the water sector; (2) identify risks and threats to the water sector; (3) outline key steps in resilience planning; (4) illustrate challenges and solutions to security and resilience initiatives using a case study from Washington, DC; and (5) offer recommendations for developing water-sector security and resilience.

**Understanding the Water Sector**

Water for drinking, bathing, electric power generation, manufacturing, and other uses is a precious commodity. The amount of available freshwater on earth is estimated to be only one half of one percent of all water on earth, as figure 8-1 depicts.\(^1\) When it comes to the amount usable for drinking, if the world’s supply of freshwater was 100 liters, then the usable supply of freshwater would only be about 0.003 liters or one-half teaspoon.\(^2\) In industrialized countries, however, the term *on tap* is often used when talking about things that are as freely and readily available as water. In the United States, water is inexpensive and abundant, and the average per capita demand is about 80–100 gallons per person per day.\(^3\) Most of that water is used for non-potable uses such as cooking, bathing, toilet flushing, and doing laundry.

The US Centers for Disease Control and Prevention identifies the availability of clean, safe water and sanitation as among the top ten public health accomplishments of the past century.\(^4\) Engineers Abel Wolman and Linn Enslow determined the correct formula for treating public water supplies with chlorine in 1919, and, approximately 10 years later, the widespread adoption of chlorination, filtration, and improved sanitation systems had essentially eliminated waterborne diseases such as typhoid, dysentery, cholera, ...
and Hepatitis A. Even with these improvements, waterborne diseases are still responsible for hundreds of thousands of deaths each year due to lack of clean water and sanitation. This is a stark reminder that when disaster strikes, one of the most urgent needs facing communities is water for drinking, sanitation, hygiene, and firefighting.

![Figure 8-1. Earth's water](image)

Since all other critical infrastructure sectors depend upon the water sector, the US Department of Homeland Security (DHS) designated water as a lifeline sector. See chapter 1 for the relationship between lifeline sectors and other critical infrastructure sectors. A study published by the National Infrastructure Advisory Council in 2016 contains key findings


about the importance of water infrastructure, especially how the loss of water services can impact other critical infrastructure and cause various types of disruption. In particular, the study indicates that “among surveyed critical infrastructure that depend upon water for core operations, services are degraded 50 percent or more within eight hours” after losing water or wastewater service.\(^7\) Figure 8-2 portrays this relationship between the loss of water and the degradation of services by various sectors.\(^8\) Despite significant dependency on the water sector, many critical infrastructure owners and operators do not have adequate plans for alternative sources of water or wastewater service. See chapter 12 for greater detail on the nature of dependencies and interdependencies, and their importance in developing risk management strategies.
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In the United States, more than 90 percent of the population relies on one of about 153,000 public water systems to provide clean water to homes and businesses. Of these systems, most people (over 80 percent) rely on a few large or very large water systems—such as rivers, lakes, reservoirs, or groundwater, which is treated before being distributed to customers—for their drinking water. The remainder of the American population relies on private groundwater wells for drinking water. Once the water is used, it is discharged to a wastewater treatment system. For roughly 75 percent of Americans, this means using a public wastewater collection and treatment system. Of those served by a public wastewater system, most receive service from one of 382 large and very large wastewater treatment systems serving large urban areas of more than 100,000 people, or from one of the roughly 16,000 smaller systems serving less-populated cities. The remaining 25 percent of people depend on individual, onsite or small community cluster (septic) systems to treat their wastewater. See figure 8-3 for a depiction of the water cycle and the relationship between water source, distribution, and treatment.

![The Drinking Water Cycle](Diagram by University of Florida IFAS Extension)


To put this relationship into perspective on a local scale, over five million people in the metropolitan Washington region are served by 18 major wastewater treatment plants, 13 drinking water suppliers, and 27 distributors. These water utilities own, operate, and maintain about 16,000 miles of sewer pipes, 14,500 miles of drinking water mains, and more than 114,000 fire hydrants. One facility, the Blue Plains Advanced Wastewater Treatment plant, serves more than two million people and treats, on average, about 300 million gallons of wastewater per day.

**Risks and Threats to the Water Sector**

Owners and operators of drinking water and wastewater systems must manage their assets in a manner that effectively addresses their risk profile. Factors such as utility location, size, assets, and specific risks will determine the risk management priorities for each utility. Common risks and threats to the water sector can be divided into two broad categories. The first category is intentional threats, such as cyberattacks; destruction (physical or via cyberattack) of parts of a system; contamination of drinking source water using various chemicals, toxins, microbes, or radioactive compounds; and contamination of treated water in the distribution system. The second category, natural hazards or unintentional events, includes extreme weather and climate change; aging infrastructure; accidental contamination of drinking source water, like oil or toxic material spills and combined sewer overflow; and accidental contamination of treated drinking water, such as a treatment plant process malfunction or human error, failed backflow prevention device, and loss of pressure causing inflow of contaminated water.

The concept of an intentional attack or terrorist threat to water supplies is not new. Shortly after the attack on Pearl Harbor in 1941, Federal Bureau of Investigation (FBI) Director J. Edgar Hoover wrote that “among public utilities, water supply facilities offer a particularly vulnerable point of attack to the foreign agent, due to the strategic position they occupy in keeping the wheels of industry turning and in preserving the health and morale of the American populace.” In January 2002, not long after the 9/11 terror attacks, open-source reporting and an alert from the FBI’s National
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Infrastructure Protection Center indicated that al-Qaeda members had “sought information on water supply and wastewater management practices” and had an “interest in insecticides and pest control products,” possibly indicating an interest in water supply contamination. More recently, a global analysis carried out in 2018 by researchers at Florida International University found that water-related terrorism had increased 263 percent from 1970–2016, with 68 percent of those incidents occurring in the post-9/11 era. Table 8-1 highlights several of these more recent attacks, most of which are attempts to poison water supplies with pesticides that are available commercially and relatively easy to obtain.

### Table 8-1. Recently documented water attacks

<table>
<thead>
<tr>
<th>Year</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Four men of the Salafist Group for Preaching and Combat are arrested in Rome in possession of chemicals, false papers, and detailed plans for the water supply network in the zone of the Embassy of the United States.</td>
</tr>
<tr>
<td>2002</td>
<td>Two al-Qaeda agents arrested in Denver with plans to poison water resources.</td>
</tr>
<tr>
<td>2004</td>
<td>The FBI and DHS warn that terrorists are trying to recruit employees from water treatment plants as part of a project to poison drinking water.</td>
</tr>
<tr>
<td>2006</td>
<td>A water tank in Tring, England, is deliberately contaminated with herbicide.</td>
</tr>
<tr>
<td>2006</td>
<td>Strychnine (a pesticide) is intentionally released into a Danish artificial lake.</td>
</tr>
<tr>
<td>2007</td>
<td>201 people in China die after using water that had been intentionally contaminated with fluoroacetamide (a pesticide).</td>
</tr>
<tr>
<td>2008</td>
<td>A man was arrested in Varney, Virginia, in possession of two vials of cyanide and attempting to poison the water supply system.</td>
</tr>
<tr>
<td>2008</td>
<td>The water supply system of a Burmese refugee camp in Thailand (with a population of 30,000) is intentionally poisoned with herbicide.</td>
</tr>
<tr>
<td>2009</td>
<td>In the Philippines, the group Frente Moro de Liberación Islámica poisons water sources used by government soldiers and the general population.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>Maoist rebels poison a pond in the Kashmir region, which the Central Reserve Police Force used as a source of drinking water.</td>
</tr>
<tr>
<td>2010</td>
<td>In England, two neo-Nazis are convicted of several counts of terrorism, including castor-making and conspiracy with Serbian Nazis to poison water resources used by Muslims.</td>
</tr>
<tr>
<td>2011</td>
<td>Documents seized during the raid to kill Osama bin Laden reveal plans for poisoning water resources.</td>
</tr>
<tr>
<td>2011</td>
<td>In Cadiz, Spain, officials thwart a conspiracy to poison water resources in response to the death of Osama bin Laden.</td>
</tr>
<tr>
<td>2012</td>
<td>Two 5,000-liter drinking water tanks in Australia are deliberately poisoned with Diuron (a herbicide).</td>
</tr>
<tr>
<td>2012</td>
<td>Hundreds of girls in an Afghan school become sick after deliberate poisoning of the water supply system.</td>
</tr>
<tr>
<td>2015</td>
<td>Five people linked to the Islamic State (Da’esh) arrested in Kosovo for allegedly planning to poison a reservoir. Authorities in Kosovo cut off the water supply to tens of thousands of people in Pristina to test the water for contaminants.</td>
</tr>
</tbody>
</table>

It is highly unlikely that an attack against drinking source water (such as a river, lake, or reservoir) would be successful due to the large volume of water, dilution of the contaminants, and their removal by water treatment. An attack in the drinking water distribution system, however, has a higher probability of causing harm. In one such attack in 1984, for example, members of a religious cult contaminated a water supply tank in The Dalles, Oregon, leading to 750 confirmed cases of salmonella. 18 While the probability of a high-consequence attack might be low, the terrorist threat to water systems is real.

As do all other sectors, the water sector faces a growing cyber threat to its industrial control systems, business systems, e-mail, and information technology infrastructure. A broad array of threat actors—including nation states, extremists, and criminals—take advantage of expanding reliance on and connectivity of information technology systems to launch attacks and achieve their objectives. See chapters 3–5 for an overview of various cyber threats and actors. Specific to the water sector, a February 2021 cyberattack on a water treatment plant in Oldsmar, Florida, attempted to increase levels of sodium hydroxide, a chemical used to treat the water. While the intrusion
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was quickly detected and chemical levels returned to normal, this example illustrates how even unsophisticated hackers can access water sector software and control systems that are connected to the Internet, putting water sources and people at risk.  

In the category of unintentional threats, the metropolitan Washington region, like other areas of the world, is experiencing the impacts of a changing climate. According to the Metropolitan Washington 2030 Climate and Energy Action Plan, “temperatures and the water surface level in the Potomac River have been rising and will continue to rise. Extreme weather events and increases in the number of extreme heat and cold days will increase risks to health, energy usage patterns, plant and animal habitats, and infrastructure.” Drinking and wastewater systems will be affected by these changes and will need to adjust management strategies to protect their infrastructure from damage while continuing to meet water quantity and quality requirements.

In many NATO countries, large portions of water infrastructure were built in the early twentieth century. Much of this aging infrastructure has reached or will soon reach the end of its useful lifespan and need to be replaced or upgraded. In the metropolitan Washington region, one such example is WSSC Water, which has served Maryland residents in Montgomery and Prince George's Counties since 1918. More than 40 percent of WSSC Water's 11,000 miles of underground pipes are over 50 years old. These older pipes have reached the end of their service lifespan, but replacing these pipes—at an average replacement cost of $1.4 million per mile—is a very expensive and lengthy project. Replacing aging infrastructure is a high-priority issue that must be weighed against other potential threats.

Water Sector Approaches to Resilience Planning

There are numerous resources and approaches to resilience planning in the water sector. In the United States, the Water Sector-Specific Plan—an annex to the National Infrastructure Protection Plan, published in 2007, 2010, and 2015 by the DHS and the Environmental Protection
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Agency (EPA)—addresses risk-based critical infrastructure protection implementation strategies for drinking water and wastewater utilities. It describes processes and activities to increase resilience in the sector and prepare to prevent, detect, respond to, and recover from hazards. The plan follows a risk management framework that sets goals and objectives, identifies infrastructure to protect, assesses and analyzes risks to that infrastructure, implements risk management activities, and measures the effectiveness of these actions. The plan also sets out four goals for the water sector: (1) sustain protection of public health and the environment; (2) recognize and reduce risk; (3) maintain a resilient infrastructure; and (4) increase communication, outreach, and public confidence.²²

Several guidance documents and standards for the water sector have been developed to better understand and reduce risks to water and wastewater services. On its website, the American Water Works Association has some state-of-the-art standards that are available for a small fee. Three of these standards, which NATO Allies and partners may also find useful, are: (1) Risk Analysis and Management for Critical Asset Protection Standard for Risk and Resilience Management of Water and Wastewater Systems (AWWA J100); (2) Security Practices for Operation and Management (AWWA G430); and (3) Emergency Preparedness Practices (AWWA G440).²³ Likewise, the EPA has also developed some risk assessment tools for drinking water and wastewater utilities of all sizes, which can help identify the highest risks to critical operations and identify cost-effective solutions to reduce those risks. Two useful tools, available on the EPA’s website, are the Vulnerability Self-Assessment Tool and the Climate Resilience Evaluation and Awareness Tool Risk Assessment Application for Water Utilities.²⁴

In the United Kingdom, events and risks associated with flooding, drought, extreme cold spells, and climate change over the past decade stressed water companies’ ability to reliably provide water and wastewater services and have, as a result, increased the amount of attention paid to resilience. Consequently, the English and Welsh governments gave Water Services Regulation Authority (Ofwat) the responsibility to address resilience

²². DHS, NIPP 2013, 15.
in the regulation of the water sector. The 2014 Water Act required action to “further the resilience objective,” and Ofwat developed a policy response to define requirements for water companies to improve the resilience of water and wastewater services using the concept of “resilience in the round.” Ofwat used a holistic concept of resilience—the ability to prevent, cope with, and recover from disruptions of all kinds—that focuses on three key dimensions of resilience in an organization: corporate, financial, and operational.²⁵ The corporate dimension is an organization’s governance, accountability, and assurance processes, and its ability to anticipate trends and variability in its business operations. The financial aspect considers the impact of an organization’s funds and assets, while operational resilience focuses on an organization’s infrastructure and the ability and skills to run that infrastructure. Finally, the UK’s Water Industry Research organization published its Good Practice Guide, which provides the water companies with planning guidelines and outlines a framework for risk screening, resilience assessment, resilience planning, and implementation of resilience solutions.²⁶

This section provided a summary of the best practice components of the US and UK frameworks for resilience planning in the water sector. In the next section—focused on a case study of the US National Capital Region (NCR) water sector—the Metropolitan Washington Council of Governments (COG) adapted and employed several of these best practices in its evaluation of the water supply system’s resilience. The COG first characterized the system, which involved describing and understanding the physical water system infrastructure in the NCR, evaluating its performance against recent risk events, and determining a risk assessment approach.

The next step, risk screening and assessment, included screening and assessment of hazards that pose a risk to service, considering how critical assets and systems respond to these hazards, assessing the potential level of service disruption, and estimating potential losses due to service disruption. Then, the COG conducted a detailed resilience assessment to evaluate the existing (baseline) level of resilience, identify and evaluate potential initiatives for increasing resilience, and determine alternatives using a whole life cycle cost-benefit analysis. The final step, implementation of resilience solutions, aimed at developing and implementing improvement initiatives to address resistance, reliability, redundancy, response, and recovery.


Metropolitan Washington Region Case Study

Background and Goals

The metropolitan Washington region, a diverse and dynamic area centered on the nation’s capital in the District of Columbia, is surrounded by counties in suburban Maryland and northern Virginia. It is home to more than 5.5 million people and one of the nation’s largest economies, with more than one million new residents and jobs forecasted between now and 2045. In a highly urbanized area like metropolitan Washington, a water emergency has the potential for significant regional disruption because there is limited capability to transfer potable water across the Potomac River or to areas where shortfalls might occur due to the segmented nature of the region’s water systems. Depending on the scenario, the consequences of such a regional water outage could be the loss of water service from days to more than a month, while the estimated direct and economic impact could cost several billion of dollars.

Since 2007, the COG, working with water utilities across the region, carried out three studies on water supply and distribution system redundancy. The main purpose of those studies was to evaluate the regional water supply system’s ability to withstand emergencies and identify potential engineering improvements to increase the overall reliability of the system. The most recent of these studies, completed in 2016, is the focus of this section.

The 2016 study used a risk-based methodology and employed industry best practices to evaluate potential failure scenarios, their impacts on water service, societal and economic consequences, and potential mitigating initiatives. Carried out by a team from Black & Veatch, a leading water engineering firm, this project evaluated potential improvements to enhance regional water system resilience and assessed the reliability and safety of drinking water from source to tap from a regional perspective. Working with COG staff and other project participants, Black & Veatch scheduled a series of workshops from June 2015–March 2016 with water utilities in the region. The workshops laid the foundation for a successful study by: (1) establishing project goals and working relationships with key water utilities; (2) identifying the level of service goal to be achieved under emergency conditions; (3) describing failure events that could result in widespread water supply outages; (4) quantifying the likelihood of occurrence of failure events, duration of outages, and number of customers affected; (5) identifying infrastructure improvements to mitigate water supply outages in potential failure scenarios; (6) assessing and prioritizing improvement options with respect to return on investment and benefits.
to regional resilience; and (7) reaching consensus on an improvement plan that optimizes risk reduction with cost and level of service performance.

To help maintain consistency and common understanding, the study uses these important terms and definitions:

- **Level of service** (LOS): a set of objectives that define the service performance to be delivered
- **LOS impact**: failure to meet LOS goals for some number of people for some duration because of a failure scenario and associated asset failures
- **Event**: an occurrence, such as a contamination, fire, or catastrophic asset failure, that can act as a root cause and create a LOS impact
- **Failure scenario**: the chain of incidents that occur due to an event occurrence that creates or exacerbates a LOS impact
- **Asset failure**: specific water system assets that fail as part of the failure scenario
- **Direct cost**: the immediate financial impact of a failure scenario, including the cost to repair or replace equipment
- **Economic cost**: collateral damage and costs not directly caused by the failure scenario
- **Financial cost**: the combination of direct and economic costs
- **Improvement initiatives**: capital projects that can decrease the likelihood or consequence of a failure scenario

**Risk Assessment and Modeling**

A key element in resilience analysis is risk analysis. See chapter 13 for an overview of risk assessment and management considerations and strategies. Following common practice for evaluating risk, this study calculated risk by multiplying the likelihood of an event occurring by the consequence of its occurrence. In the initial workshops, Black & Veatch worked with participating water utilities to identify various events that might result in an extended loss of water service and estimate the likelihood of such events occurring as well as their consequences. Quantifying risk and resilience for many potential initiatives and portfolios requires a defined process to ensure the study alternatives are evaluated in a consistent manner.
To that end, figure 8-4 illustrates the study approach at the macro level while the rest of this section offers a more detailed description of each step of this process.²⁷

![Figure 8-4. Process for the NCR water system study](Diagram by Black & Veatch)

**Step 1: Develop System Inventory**

Evaluating the regional system’s resilience required an understanding of the NCR’s existing individual water systems. Prior to carrying out risk assessment and modeling work, it was necessary to inventory the existing critical regional water systems in the NCR, such as water treatment plants, raw water sources, water storage, pumping facilities, and key interconnections. Population and water demand projections were also obtained, as were any available previous studies and plans by participating water utilities. The region’s water supply system effectively serves the demands in the NCR under normal operating conditions. Regional agreements and operational coordination between water utilities concerning Potomac River raw water usage, reserve raw water, treated water capacity, emergency preparedness, and mutual aid further enhances the reliability of the system. Population forecasts

prepared by COG estimated modest but continued growth through 2040 in the entire region.  

Based on these population forecasts, the 2015 Washington Metropolitan Area Water Supply Study assessed the ability of the NCR’s current water supply system to meet forecasted demands through 2040. The study concluded that—given conditions similar to severe historic droughts and assuming no impact from climate change—the “current water supply system will experience considerable stress, with mandatory water use restrictions required” in the Washington metropolitan area by 2035. The region has studied several raw water storage and transmission improvements (such as conversion of quarries to off-river reservoirs) to provide additional protection against drought risks. These options will be developed and refined further as drought risk and impacts of climate change are better understood.

As for water treatment capacity, the region has adequate treatment capacity to meet maximum day demands through the year 2040. Due to the segmented nature of different water systems, there is limited capability to transfer treated water across the Potomac River and to areas where shortfalls might occur. For example, in the event of a water treatment plant outage, there could be limited ability to transfer water from other treatments plants to meet demand in the affected area.

**Step 2: Define Levels of Service (LOS)**

A system-level resilience analysis requires at least one baseline metric to assess the performance of the existing system and compare it to future, alternative systems. For this study of regional water system redundancy, the baseline metric was the ability of customers to receive potable water when disruptive events occur. Specifically, through the workshop process, the ability to supply winter average demands during emergency events was identified as the LOS.

To determine the LOS, estimates of 2040 winter average demands were calculated for each water utility. This LOS is consistent in principle with regional agreements such as the Potomac River Low Flow Allocation
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Agreement and the Metropolitan Washington Water Supply and Drought Awareness Response Plan for the Potomac River System. These agreements call for allocation of water withdrawals in proportion to each utility’s average winter water production when restrictions are in effect.

**Step 3: Identify Failure Modes**

Once the LOS was defined, a workshop was held with participating water utilities to identify the types of major events that could impact these levels for large numbers of customers. Numerous events were considered and screened, including drought, earthquakes, river contamination, derecho winds, cyberattacks, power outages, and ice storms. Terrorist attacks were not singled out as an event, though several of the events that were considered (such as cyberattacks, river contamination, and power outages) could be caused by terrorism. Since this study focused on region-wide resilience, the failure scenarios evaluated in this study must either cause water outages across the region for more than 24 hours or affect important interconnections between water utility systems, causing water outages in large sections of a distribution system for more than 24 hours. Based on these criteria, the study group selected 10 failure events to evaluate, as outlined in table 8-2.

Some failure scenarios—including events such as a regional power outage, windstorm, ice storm, cold weather events, and cyberattacks—were screened from the original list based on the workshops and subsequent discussions with relevant utilities. Ultimately, the selection of failure scenarios to be evaluated depends upon many factors such as the water utilities involved, existing investments in system redundancy, and the current threat environment.

---
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### Table 8-2. Events and failure scenarios

<table>
<thead>
<tr>
<th>Event</th>
<th>Failure Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water main break</td>
<td>Major water main break across the Potomac River</td>
</tr>
<tr>
<td>Contamination in the Potomac River</td>
<td>Oil spill in the Potomac River—affects both banks</td>
</tr>
<tr>
<td></td>
<td>Oil spill in the Potomac River—affects west bank</td>
</tr>
<tr>
<td></td>
<td>Oil spill in the Potomac River—affects east bank</td>
</tr>
<tr>
<td></td>
<td>Chemical spill in the Potomac River—affects both banks</td>
</tr>
<tr>
<td>Fire</td>
<td>Fire at a water treatment plant—west side of river</td>
</tr>
<tr>
<td></td>
<td>Fire at a water treatment plant—east side of river</td>
</tr>
<tr>
<td>Airplane crash</td>
<td>Airplane crash into a water treatment plant—west side of river</td>
</tr>
<tr>
<td></td>
<td>Airplane crash into a water treatment plant—east side of river</td>
</tr>
<tr>
<td>Reservoir contamination</td>
<td>Contamination of a drinking water reservoir</td>
</tr>
</tbody>
</table>

**Step 4: Define Likelihood of Occurrence (LOO)**

To carry out a resilience and risk analysis, the likelihood of selected failure events occurring must be determined. It is not possible to predict future events with certainty, so one workshop focused on determining reasonable estimates of the LOO based on the experiences of the water utilities participating in the study and others around the industry. For resilience analysis purposes, the most important aspect is to estimate the LOO for the various events relative to each other and calculate the magnitude of the differences. For example, the utilities participating in this study experienced oil spills in the Potomac River over the past few decades, but a plane crash into a water treatment plant has not occurred and is, intuitively, far less likely. Consequently, Potomac River contamination events from oil were not estimated to be similar in likelihood to a plane crashing into a treatment plant.

This study established five levels of LOO that provided large enough intervals for resilience modeling. The LOO in this study was expressed as having a single occurrence over a specific period, such as once every 30 years. Table 8-3 shows the five levels of LOO considered in the study, their definitions, and an additional description for the frequencies considered.  

For use in the resilience modeling approach, the study team worked with COG to associate a specific LOO with each failure scenario described above. All LOO levels were considered individually for each failure scenario,
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but only the moderate (once every 30 years) and very low (once every 250 years) levels emerged for the final frequencies.

Table 8-3. Five levels of likelihood of occurrence (LOO)

<table>
<thead>
<tr>
<th>Rating</th>
<th>Definition</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very high</td>
<td>There is direct evidence or substantial indirect evidence to suggest the failure scenario has initiated and/or is likely to occur.</td>
<td>Once per year</td>
</tr>
<tr>
<td>High</td>
<td>The failure scenario is known to exist, indirect evidence suggests it is plausible and key evidence is weighted more toward likely than unlikely.</td>
<td>Once every 10 years</td>
</tr>
<tr>
<td>Moderate</td>
<td>The failure scenario is known to exist, indirect evidence suggests it is plausible and key evidence is weighted more toward unlikely than likely.</td>
<td>Once every 30 years</td>
</tr>
<tr>
<td>Low</td>
<td>The failure scenario cannot be ruled out, but there is no compelling evidence to suggest it has occurred or that a condition or flaw exist that could lead to its development.</td>
<td>Once every 100 years</td>
</tr>
<tr>
<td>Very low</td>
<td>Several events must occur concurrently or in a series to trigger failure. Most, if not all, the events are very unlikely to ever occur.</td>
<td>Once every 250 years</td>
</tr>
</tbody>
</table>

Step 5: Define Consequence of Occurrence (COO) to Meet Level of Service

Evaluating risk requires combining likelihood of occurrence with its corresponding consequence. To develop the COO for the various failure scenarios in this study, the team evaluated the impact to the NCR system as it pertains to the average winter day demand, which was the LOS defined in step 2. For purposes of this study, if a failure scenario would cause a utility to be unable to supply potable water at average winter day demand levels, then the customer would be counted as experiencing an outage. Customer outages due to the types of events in this study can extend for several hours or days, and the study combined the number of customers experiencing an outage with the anticipated duration of the outage (in days) for each failure scenario. To quantify the COO, the study team multiplied the number of customers experiencing an outage (population) with the duration of the outage (days). The product, referred to as population outage days (POD), was calculated for each of the failure scenarios in the study.

To ensure consistency in the modeling over a 100-year period, the study relied on a key assumption: it used projected water demands and population estimates in 2040 for each of the utilities regardless of the year a potential failure scenario might occur. This assumption allowed for the use of a well-accepted set of population data to calculate outage impact.
over the period modeled. It is important to note one simplification for this study, which was to evaluate the risks only to residential customers. Greater weights were not assigned to critical customers and facilities or to outages that might impact mission assurance for military installations. An analysis that focuses on critical customers or mission assurance may result in a different prioritization of improvements.

The study also quantified risk by using a methodology that combines direct and indirect costs to calculate the risk associated with each failure scenario. Direct costs are the immediate financial impacts of a failure scenario (such as the cost to repair or replace equipment). From a modeling perspective, direct costs are not addressed by the initiatives in the study. For example, there are repair costs associated with a water main break, but they do not prevent the break. Instead, they serve to mitigate the number of POD after the failure scenario occurs. Indirect (economic) costs are the collateral damage for failure scenarios and do not include direct costs. In this study, the economic costs were calculated by applying a per capita, per day cost to the associated POD caused by a failure scenario. The study used an estimate of $114.38 per day as the total impact due to the loss of potable water service per capita.33

**Step 6: Identify and Validate Feasible Alternatives**

After defining the failure scenarios and establishing the likelihoods and consequences of occurrence, the study identified improvement initiatives that address water system risk posed by the failure scenarios. The alternatives identified were potential countermeasures that might mitigate or prevent the effects of a failure scenario. Alternatives were selected by analyzing the failure scenarios and identifying approaches to reduce POD. Discussions with participating water utilities, engineering expertise and knowledge of the NCR system all contributed to the development of suitable alternatives. The study group then reviewed various conceptual alternatives with participating utilities during a series of meetings. All potential improvements were presented and considered during an improvement alternatives workshop and during subsequent discussions with utilities to focus on and refine potential improvement options for further consideration.

For each failure scenario, the study team developed a spreadsheet-based water supply mass balance model and post-improvement conditions. This model was used to estimate the benefit of each potential improvement in terms of capacity provided and reduction in water supply shortfall in each demand area. The improvement benefit was then calculated as a reduction

of POD from base case conditions. Types of improvements assessed included off-river water storage, improved water transmission, treated water transfer, and interconnections between water utilities. Estimates of costs for capital and operations and maintenance were calculated for each improvement option. Implementation schedules were also estimated, considering typical durations needed for planning, design, permitting, and construction for each improvement.

The system resilience model used in this study is a Microsoft Excel-based model, which utilizes a Monte Carlo analysis to calculate the risk of a scenario in which the NCR does not implement resilience measures during the study period. This scenario is the base case. As the risk and potential impacts to the LOS were better understood and quantified, potential infrastructure improvement options were developed to mitigate outages and the risk involved in the base case. These potential improvements were reviewed, screened, and developed with input from relevant water utilities. A total of 18 potential improvements were developed and evaluated for their benefits, in terms of reducing the number of POD for each failure scenario. The study team also developed cost estimates for construction, and operations and maintenance as well as implementation schedules considering time required for planning, design, and construction.

**Results**

The evaluation of the base case yielded a net present value cost of $37 billion in monetized risk in the existing system over the 100-year modeling period. The $37 billion value is comprised of the risk associated in the 10 failure events outlined earlier in Step 3 (see table 8-2): large water main failure ($0.11 billion), Potomac River contamination with oil ($20.1 billion), Potomac River contamination with oil on the east bank of the river ($1.31 billion), Potomac River contamination with chemicals ($9 billion), a fire at a major water treatment plant ($0.5 billion), and reservoir contamination ($5.56 billion). Events involving contamination of the Potomac River are responsible for a substantial amount of the total risk carried by the existing NCR water system.

Off-river water storage combined with raw water transfer or treated water transfer improvements were shown in this study to be effective risk-mitigating initiatives. Each potential improvement was individually modeled to determine its benefit over a 100-year modeling period. Resulting cost-benefit ratios were developed and used to rank improvements. Improvements were then grouped into portfolios of improvements for selected
spend levels to achieve the maximum possible cost-benefit ratio. A total of 27 individual portfolios were defined and modeled covering a capital spend range from $1 million to roughly $330 million, as figure 8-5 illustrates. As expected, model results indicate a reduction in overall risk with increasing spend levels.

The risk modeling results provide a basis for an objective evaluation of potential improvement options with respect to their life-cycle costs and resilience benefits to the region. The risk analysis showed a total monetized net present value risk of $37 billion over the 100-year modeling period and highlighted that Potomac River contamination events are responsible for a substantial amount of the total risk carried by the region's water systems. The study revealed that targeted raw water storage combined with raw water transfer and treated water transfer improvements—generally considered “no regrets” types of improvements—are the most effective risk-mitigating initiatives, while providing a greater volume of raw water storage is a top longer-range improvement.

Figure 8-5. Major improvements by portfolio
(Source: Black & Veatch)
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While the case study of the water supply system in the NCR is unique to the Washington metropolitan area, it provides a framework and process for risk and resilience analysis that NATO Allies and partners can adapt and use to conduct similar studies of their water supply systems. The final section now provides recommendations for ways allies and partners can enhance security and resilience of local and national water infrastructure.

**Recommendations and Actions for Consideration**

Water plays a significant role in the lives of a nation’s civilian population and in the ability of its armed forces to conduct the full range of military operations from peacetime to conflict. Daily conveniences (such as taking a shower, making coffee, brushing teeth, feeding a family, flushing the toilet, and washing laundry) are often taken for granted, but depend on water. The infrastructure needed to treat and convey drinking water and wastewater, much of it buried and out of sight, is essential to keeping businesses open and supporting other critical infrastructure sectors, including military installations and missions. When water services are significantly disrupted for several hours or longer, hospitals may have to close, hotels and restaurants cease operations, factories shut down, and military installations and the surrounding communities are disrupted. Water is a lifeline of the world’s communities, and, as discussed throughout this chapter, it is important to take actions to protect water infrastructure from threats such as terrorism, cyberattacks, climate change, and more. To that end, there are four vital steps that NATO Allies and partners can take to make their water infrastructure more secure and resilient.

First, they can pursue regional collaboration and coordination with trusted partners to conduct water supply and wastewater treatment planning. Coordinated regional planning has many advantages, including the ability to share benefits, risks, and resource costs. Trusted relationships can also form the basis of a mutual aid network, helping water utilities to respond to and recover from emergencies.35

Second, they can conduct a condition assessment of water infrastructure using a risk-based approach. This approach allows utilities to inventory assets, identify high-risk assets, and determine which assets would have the highest consequence of failure in terms of the critical customers affected, number of customers affected, and other factors. For organizations facing
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budgetary constraints, this step can be a relatively low-cost approach that can be gradually expanded into a full asset management program in the future.\textsuperscript{36}

Third, they can use a risk-based approach to balance risk reduction and cost. Every water utility or infrastructure owner or operator that depends on water has a unique risk profile. When assessing alternatives to mitigate risk, it is important to quantify the level of service needed in an emergency, the likelihood of failure, and the consequence of failure, and to look for synergies among mitigation alternatives.

Fourth, they can plan with a long-term vision in mind. Major capital improvements to water infrastructure are costly, sometimes in the range of hundreds of millions of dollars. Once constructed, a typical service life can be 50 years or longer. Consequently, investments in resilience measures made now should anticipate future conditions—to include growth in population, water demand, and threats from climate change or extreme weather—so the expected benefits and return on investment will be realized.

Strengthening the security and resilience of water infrastructure among NATO Allies and partners is a tremendous challenge. As the case study illustrates, using a risk-based approach to resilience planning can provide a solid foundation for setting priorities and determining the timing and funding levels of infrastructure investments to enhance an organization’s or a region’s ability to adapt and respond to water needs during emergencies.

Communications Resilience

Chris Anderson

Communications form the critical backbone of the modern world, connecting more people and more devices more completely than ever before. The benefits of this hyper-connected society drive ever-increasing reliance on secure, reliable, and resilient communications. Potential adversaries to the North Atlantic Treaty Organization certainly understand the importance of communications—those they seek to target and those they use themselves—so it is critical to fully understand the sector, the risks it faces, and the best ways to mitigate those risks. This chapter addresses these vital issues in four sections:

- An overview of the communications sector
- Threats to communications: a discussion of ways in which the integrity, availability, or confidentiality of communications systems may be degraded or compromised
- Case studies: key observations and lessons learned from several recent examples of incidents—natural and man-made, cyber and kinetic—that have targeted communications systems and related infrastructure
- Recommendations: suggestions for improving communications resilience against terrorist attacks and other threats
Communications Sector Overview

This overview provides a foundation from which to better understand the criticality of communications for national security and emergency preparedness, the current state of the sector and future trends, and common important characteristics of the sector and their implications for security and resilience.

Critical for National Security and Emergency Preparedness

Resilient and trustworthy communications are fundamental to national security and emergency preparedness. Communications, including public commercial networks, play a critical role in:

- National command and control, military operations, and the distribution of intelligence and warning
- Civil defense, law enforcement, and first-responder coordination
- Citizen preparedness and resiliency during crisis

Vital central government and military communication, including classified and unclassified information, flows over commercial communications channels. While tactical-level military communications still likely use fully noncommercial communications such as battlefield datalinks and tactical radios, most other federal and military traffic—including national command and control networks, intelligence collection and production, big-data analysis, automation, and multimedia voice and video connectivity—have high bandwidth and low latency requirements that are often best served by using commercial providers. In many cases, this vital government traffic flows alongside or even intermixes with civilian traffic through the same commercial fiber lines and data centers that support civilian communications.

At a more local level, civil defense, law enforcement, and other first responders also leverage a combination of self-managed communications systems and commercial networks to support operational coordination. Traditional first-responder communications have evolved from basic two-way land-mobile radios to include a wide range of radio frequency and fiber-optic voice and data connectivity. Even these land-mobile radio systems are now highly integrated systems that incorporate mesh networking and utilize fiber optics and satellite for backhaul of data and interconnection to other networks and data systems.
The United States is deploying and enhancing FirstNet, a National Public Safety Broadband Network designed to be a high-speed, nationwide wireless broadband network dedicated to providing voice, video, and data services in support of public safety. FirstNet is intended to be a reliable, highly secure, and interoperable communications network for public safety agencies and first responders, allowing them to get more information quickly and helping them to make faster and better decisions. Commercial carriers are offering similar “public safety grade” services to police, fire, rescue, and response agencies across the United States and among many NATO member states. As first-responder mission requirements increasingly incorporate data from video cameras, autonomous vehicles, and Internet of Things (IoT) sensors, the bandwidth needs and latency requirements for responders will likely continue to drive demand for ever more capable and complex networks to support them.

Communications are also essential for individual citizen preparedness. During times of emergency, citizens must receive timely and accurate news along with instructions from response officials on measures they should be taking such as evacuation, shelter-in-place, and “be on the lookout for . . .” notices. A primary means for citizens to receive this information is through broadcast media such as radio and television (TV). Broadcast is useful in its simplicity in providing a one-to-many communications path. The relatively low power demands for radio make it an excellent medium for survivable, even self-powered, communication to a mass audience.

Cellular communications have supplanted landline telephony in most market areas, but both are essential tools for citizens to check in on family members and reach out for help when necessary. Even as landline telephony has waned, high-bandwidth connectivity to the home has exploded, bringing a host of on-demand content—including access to a vast amount of public safety information—to consumers across the globe.

Both broadcast and cellular communications are leveraged in emergency alerting systems that provide reliable, survivable communications pathways for citizen critical emergency information. In the United States, the Wireless Emergency Alert system leverages cellular delivery of alert information while the Emergency Alert System provides alerts via radio and TV broadcast. Starting in June 2022, Article 110 of the European Electronic Communications Code will make it mandatory for all European Union member states to deploy
a public-warning system using telephone networks to alert everyone located in a specific area of an ongoing crisis or impending disaster.¹

**Common Sector Characteristics**

Modern communications networks are highly meshed, extremely resilient multimode. Equipment failures or damaged fiber-optic cables are generally rerouted easily with little to no impact to end users. The weakest link in a communications network is often the “last mile” to a given consumer or enterprise. This final stretch, whether provided by copper lines, fiber-optic cable, or through the airwaves, is often a single-path connection, particularly in rural and less densely populated regions, and therefore does not provide resilience through redundancy like more dense environments or specifically designed survivable communications architectures.

The last several decades have seen a shift away from most analog communications in favor of packet-based communication technologies. Most communication today, even simple voice telephony, is digitized, packetized, and sent over digital data networks. This transition happened in wired voice communications as Voice over Internet Protocol (VoIP) phones became commonplace by the early 2000s. In the cellular space, 3G cellular services brought an initial expansion of data connectivity to mobile devices, with a transition to VoIP for core cellular voice calls arriving in conjunction with the transition to 4G. The digital transition has also revolutionized TV and radio broadcasting. HD radio standards allow up to four stations of content to share a single radio channel while still delivering crystal clear sound, while digital TV has enabled the broadcast of high-definition signals over the air. The next generation TV standard, Advanced Television Systems Committee 3.0, will allow for over-the-top datacasting, enabling the ability to provide advanced emergency alerting that includes maps, graphics, hyperlinks, and other data to better convey emergency situational awareness and direct specific community responses.

In most countries, the wide array of industry segments and multiple strong companies means a highly competitive communications marketplace where rapid innovation is leveraged to competitive advantage. At the same time, network providers are often mutually dependent on each other’s infrastructure in colocation spaces, for backhaul, and even last-mile connectivity to customers, so coordination among providers is regular and routine.

As a lifeline sector, communications networks are tightly integrated with other critical infrastructure sectors, with many sectors having significant dependence on communications. See chapter 1 for an overview of lifeline sectors and their relationship to other critical infrastructure sectors. At the same time, the communications sector is highly dependent on power, particularly reliable commercial electricity. During disasters and disruptions to the electric grid, or in places where reliable power is not available, communications systems rely upon on-site generation, making access to fuel (gasoline, diesel, and sometimes propane) for generators vital to communications resilience. This local generation makes the security of generators and fuel tanks essential and places a premium on maintaining access to remote facilities to refuel and repair generators.

Communications is also highly integrated with the information technology (IT) sector, which provides the hardware and software necessary to run modern communications networks. Communications providers, IT companies, and even content producers both partner and compete to offer massive data-handling capabilities through cloud services, edge-computing capabilities, and content-delivery networks. Communications providers work closely with hardware and software suppliers to manage supply-chain security and resilience.

Communications Industry Segments

Within the broad context of the communications sector, discrete segments or subsectors within communications have unique elements while still sharing common characteristics outlined above. In many cases, private-sector companies focus on a particular subsector, though communications convergence means that the subsectors are often integrated into broader multi-segment systems. Figure 9-1 illustrates the communications sector and role the various industry segments play within this architecture.²

The wireline industry segment consists of circuit- and packet-switched networks via copper, fiber, and coaxial transport media. The wireline segment includes private-enterprise data and telephony networks, the core backbone of the Internet (including undersea cable networks), and the public-switched telephone network. Wireline backbone networks have largely completed a transition to fiber-based, packet-switched core networks while using a mix of fiber, coaxial, and twisted pair copper for last-mile connectivity. This modern fiber-optic infrastructure is essential to support the very high bandwidth necessary for the range of voice, video, and data connectivity demanded by government, enterprise, and individual customers.

The cellular communications networks of the wireless segment have undergone significant evolution through 2G, 3G, 4G, and now the implementation of 5G networks. Similar to the wireline segment, most cellular communication—even basic-voice services—is now packet-based Internet protocol traffic. 4G networks revolutionized how cellular networks deliver data services to individual customers. 5G networks will enhance that connectivity, and, perhaps more importantly, will expand that connectivity to include an expected massive proliferation of IoT devices. In addition to cellular communications, the wireless segment also includes wireless hot spots, personal communication services, point-to-point microwave,
high-frequency radio, unlicensed wireless, and other commercial and private radio services.

The satellite segment is also undergoing transformational change. The traditional satellite market remains important, with large, expensive platforms providing a robust suite of data, voice, video, and sensing services, but a combination of lower-cost launch vehicles and highly miniaturized platforms (sometimes known as “CubeSats”) has led to a burst of innovation in small satellite network technologies and applications. Space-based position, navigation, and timing (PNT) services from the US Global Positioning System (GPS) and the European Galileo constellations—as well as Russian GLONASS and Chinese BeiDou systems—have become thoroughly integrated into a wide variety of critical infrastructure sector operations.

Today’s cable industry provides much more than simple television, offering high-speed broadband and digital telephony over hybrid fiber–coaxial networks. In addition to consumer services, cable providers may also supply enterprise data networks and backhaul services for cellular providers.

The broadcast segment includes free and subscription-based over-the-air radio and TV stations that offer analog and digital audiovisual programming and data services. The transition from analog to digital services in TV and radio allows transmitting of more data using less spectrum, potentially freeing up spectrum for other uses. One such example is the US effort to “re-pack” ultrahigh frequency TV stations into a smaller frequency band to reallocate spectrum for other uses. Radio and TV stations also stream broadcast and additional programming content over the Internet. From an emergency preparedness perspective, it should be noted that traditional broadcast radio is perhaps the most resilient means of communicating with large populations during emergencies because radios are inexpensive and do not require much power and because transmitter sites have relatively large broadcast footprints given sufficient transmitter power.

Threats to Communications

Natural Disasters

Natural disasters have the potential to disrupt severely or destroy communications networks either through direct damage to facilities, towers, and cabling or by disrupting the ability to supply power. In the United States, hurricanes and related weather events cause significant local and sometimes regional impacts to communications systems with high winds that damage
aerial cables and power lines, while wind, flood, and storm surge from the most powerful storms devastate core network infrastructure. In some regions, earthquakes threaten communications systems through damage to physical facilities or the destruction of conduits underground or along bridges and other rights-of-way while also potentially impacting undersea cables and landing stations. Regardless of the type of disaster and degree of initial damage, communications networks can continue to degrade in the days following a disaster because debris clearance operations often further damage aerial and underground fiber-optic lines while the inability to access facilities (due to physical obstacles or civil curfew) limits the ability to refuel on-site generators and maintain essential facility equipment. Space weather can also significantly degrade communications systems. During periods of intense space weather, sensitive electronics are more likely to be hit and damaged by charged particles. Ions striking satellites can overwhelm sensors, damage solar cells, and degrade wiring and other equipment. Additionally, strong geomagnetic storms can disrupt radio frequency signals such as GPS, satellite TV, high-frequency radio, and even AM broadcast frequencies. At extreme levels, space weather has the potential to induce current flows through long metallic objects, including railroad systems, pipelines, and copper cabling.

**Physical Attacks**

Like any other critical infrastructure, communications facilities and cable conduits are vulnerable to physical attacks. Remote infrastructure, such as communications towers, mountaintop relay stations, and long-haul fiber-optic runs, can be difficult to protect. Larger facilities, such as central offices and other colocation facilities where network operators interconnect, are generally more protected by physical measures, surveillance, redundant systems, and other resilience measures, but could still experience significant impacts if damaged or destroyed. Satellite gateways and ground stations may also be vulnerable to attack.

Radio frequency–based communications systems—including cellular networks, space-based PNT services, satellite communications, and microwave links—are also vulnerable to jamming, spoofing, and interception. Of these, jamming requires the least technical sophistication as it generally consists of simply overpowering the target signal with a more powerful noise generator. Spoofing is similar to jamming, except the malicious signal mimics the characteristics of the target signal in an attempt to inject false data into the communication system (for example, military capabilities that cause PNT receivers to generate inaccurate location or timing solutions).
Interception does not seek to prevent communication, but instead targets the confidentiality of information passed along the networks.

Submarine cables have unique considerations. They are at the greatest vulnerability in shallow water near shore up through the cable-landing facility. While satellite and deep-water portions of undersea cables are typically beyond the reach of terrorist organizations, advanced nation-state adversaries may have the means to target directly even the most secure critical communications infrastructure—not only targeting deep undersea cables by using deep-sea submersibles, but also space-based assets by using anti-satellite weaponry.

In addition to intentional attacks, accidental damage can also impact communications networks. Underground communications conduits can be damaged or destroyed by excavation or drilling if cable location-finding and safety protocols are not carefully followed. Post-natural disaster debris clearance and reconstruction in particular can put communications circuits at risk due to the time pressure for restoration and more chaotic nature of operations. Undersea cables, particularly in shallower water, have been damaged by fishing and anchoring operations.

**Cyberattacks**

Communications systems are also vulnerable to a range of cyberattacks. See chapters 3–5 for more detail regarding cyber threats and actors. Communications is unique in that it can be both a target of cyberattack but also a vector through which other critical infrastructure or systems are attacked. Distributed denial of service attacks attempt to make virtual resources unavailable or compromise defensive measures by flooding network resources with bogus information that consumes bandwidth and computing resources. Some cyberattacks seek to compromise online information systems to target the integrity or confidentiality of data. In some cases, attackers seek to take over control of systems to commandeer or control the operation of critical infrastructure or other vital systems. Ransomware attacks seek to profit by sequestering vital records and systems from their users, then demanding payment to release the systems and data.

**Case Studies**

To represent the breadth of risks to communications, this section presents five case studies covering different aspects of communications threat and response scenarios across a range of cyber and physical incidents.
Each case study is meant to introduce or reinforce essential concepts for the security and resilience of communications systems, particularly against threats from terrorist actors. While the individual case studies are at a high level, in most cases the references provided will allow a much deeper review and consideration of the specific events. The various scenarios took place worldwide, including in the United States and Europe, within the last 15 years.

**Physical Attack: Bombing of a Central Office, Nashville, United States**

At 6:30 a.m. on December 25, 2020, a large vehicle-borne improvised explosive device exploded outside an AT&T central office in Nashville, Tennessee. The building survived intact, but physical damage to the lower floors, along with fire and flooding, left the building without power for several days due to damage to commercial power connections to the facility, the blast’s effect on the on-site generators, and concerns about internal power distribution systems. An investigation by the Federal Bureau of Investigation (FBI) concluded the attacker had acted alone and was not part of a larger organization, and though the FBI noted the attacker believed in a range of eccentric conspiracy theories, they did not find an ideological motivation for targeting this facility. Ultimately, the attacker’s primary motivation appears to have been to end his own life in a high-impact event while still limiting the risk of injury to others.

Work on restoring communications began almost immediately, with AT&T moving personnel and equipment from its Network Disaster Recovery teams to Nashville while simultaneously working to reroute nonterminating traffic around the facility. Initial onsite recovery efforts were hindered by difficulty accessing the building due to a combination of factors, including safety concerns related to the building’s structural integrity and restrictions related to the facility’s status as an active crime scene. AT&T provided regular updates on the recovery of the facility on a dedicated public web page and to government and industry counterparts through established information-sharing protocols. By the morning of December 26, AT&T had deployed portable cellular equipment with satellite backhaul to restore connectivity in the region, ultimately
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ramping up to over 25 portable cellular sites at the height of their response. AT&T brought in large-scale mobile generators to restore power to the facility, but due to the impacts of the blast, the company had to drill new access holes to route power safely into the building. AT&T restored power to at least four floors of the building by the morning of December 27. By the morning of December 28, just three days following the blast, AT&T stated it had restored the majority of services.

While the attacker may or may not have intentionally selected his location for its proximity to a communications facility, he could scarcely have executed a more targeted attack on a critical communications node. The impacts from the attack stretched across multiple states and affected thousands of customers, including wireless and wireline services to consumers, enterprise customers, and other communications carriers. The Tennessee Emergency Communications Board noted that 66 public safety answering points—call centers where emergency “911” calls for first responder help are answered—were affected. Since the facility hosted colocation network-to-network interfaces, multiple other carriers (wireline, cable, and wireless) had local and regional impacts lasting several days.

There are several key observations and lessons to learn from the Nashville incident and response:

- Coordination between infrastructure operators and first responders is essential, particularly with respect to access to facilities. Where possible, procedures should be worked out in advance regarding access and credentialing.

- Given the interconnected nature of today’s communications networks, carrier-to-carrier coordination is critical. In the United States, all major carriers, along with many trade associations and smaller operators, are part of the Communications Information Sharing and Analysis Center (Comm-ISAC), which is partnered with the US Department of Homeland Security’s (DHS) National Coordinating Center for Communications. The National Coordinating Center and Comm-ISAC immediately began sharing information on the incident and held the first of several coordination teleconferences on December 26. See chapter 11.

---

for more information the important role agencies like Comm-ISAC play in sharing information and intelligence.

- Physical hardening of infrastructure works. While buildings across the street from the central office were completely destroyed, the very solidly constructed central office suffered little or no structural damage, allowing very rapid restoration once the building was dewatered and power was rerouted to the still intact floors and equipment.

- The resilience of backup systems, including redundant “last mile” connections, is essential for mission-critical communications requirements

- The ability to reroute rapidly and efficiently, often enabled through software-defined networking, is critical to keeping local disruptions from impacting regional or national communications traffic.

**Physical Accident and Attack: Egyptian Undersea Cable Outages (2008 and 2013)**

When critical infrastructure extends over long distances—whether power lines, rail links, highways, pipelines, or fiber-optic cables—it can be difficult to protect, as there is typically no way to establish a defensive perimeter around the asset. While both terrestrial and undersea fiber-optic cables can be targets, undersea cables have higher risks because there are fewer alternative pathways, they are more difficult to repair, and their capacity tends to be highly concentrated on relatively few paths. One critical chokepoint for undersea cabling runs along the eastern Mediterranean Sea into Egypt and the Red Sea as figure 9-2 depicts. While accidental damage to undersea cables is commonplace, two noteworthy incidents happened in the vicinity of this chokepoint in 2008 and 2013.

In January and February 2008, a series of apparently unrelated accidents in the eastern Mediterranean Sea and the Middle East caused significant impacts to global information flows. The most consequential of the cluster of cuts took place just off the coast of Alexandria, Egypt, on January 30, 2008, severing two major fiber-optic lines—the SEA-ME-WE 4 and the FLAG Europe-Asia cables—which together represented about 75 percent of the connectivity between the Middle East and South Asia.\(^8\) This event, later attributed to a ship anchoring evolution damaging both cables, degraded Internet connectivity from Egypt (by 70 percent) to India (by 60 percent) with disruptions in the United Arab Emirates (UAE), Kuwait, and Saudi Arabia as well.\(^9\) The effects of this disruption were magnified by several additional cuts to the FALCON cable near UAE, which occurred both before (on January 23) and after (on February 1) the Alexandria incident.\(^10\) On December 5, 2008, another major cut hit SEA-ME-WE 4 and the FLAG Europe-Asia cables, but this time a third cable, the SEA-ME-WE 3, was also severed. Since SEA-ME-WEA 3 had been used to carry rerouted
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traffic during the January cuts, the December event was more impactful, affecting the Maldives (100 percent outage), India (82 percent outage), Qatar, Djibouti, and the UAE (70 percent outage each) and with around 50 percent disruption in Saudi Arabia, Egypt, and Pakistan.\textsuperscript{11}

At the time, many conspiracy theories flourished in the affected countries and online. While submarine cable cuts from a range of factors happen nearly 200 times per year, the confluence of impacts to cables serving the same regions simultaneously fueled rampant speculation until discarded ship anchors were found near the sites of several of the cuts.\textsuperscript{12} Although a direct link had not been demonstrated, it seems as if bad actors were paying close attention to the events of 2008. In 2013, multiple cables in the same area off the Egyptian coast again suffered multiple breaks; this time, however, the Egyptian Coast Guard apprehended three divers trying to cut the SEA-ME-WE-4 cable a few hundred yards off the coast of Alexandria.\textsuperscript{13}

A 2017 publication sponsored by the US Office of the Director of National Intelligence and the DHS Public-Private Analytic Exchange Program highlighted a range of threats to submarine cable infrastructure. The report assessed the risk to undersea cables at various points along a given cable route, covering overland last-mile, near-shore, offshore, continental-shelf, and deep-sea sections. Of particular interest in the counterterrorism context is the threat assessed to “vandals, activists and terrorists,” which was considered highest in the overland and near shore segments. The report specifically noted that the “concentration of cable landing sites in very few physical locations and the relative ease in finding documented cable routes and cable termination points could facilitate the targeting of the submarine cable network by bad actors.”\textsuperscript{14} The report also noted that terrestrial portions of long-haul cable networks are also subject to attack.


There are several options available to mitigate risks to communications cables, particularly from potential targeting by terrorist groups. Some key lessons-learned and risk mitigation options include:

- In close coordination with the private-sector operators of cables, ensure physical and logical route diversity for all critical communications paths and operational preparations to reroute traffic rapidly. In the case of submarine cables, this should also include avoiding, where possible, chokepoints and concentrations of redundant cables, such as near the landing sites at Alexandria, Egypt.

- Maintain sufficient capability to repair critical cables without undue delay.

- Consider options to harden near-shore and onshore submarine cable facilities. Examples include:
  - Trench and bury near-shore segments to help alleviate risks from accidental fishing or anchoring damage, as well as attempts at sabotage by divers or dredgers in shallow water.
  - Harden cable landing stations.
  - Establish proactive coordination among national and local law enforcement, the Coast Guard, the Navy, telecommunications operators, and landing station operators for security and incident response.
  - Minimize publicly available information that provides specific locations of near-shore cables and cable landing stations.
  - Harden related physical infrastructure as much as practicable, including by encasing fiber in concrete, welding manhole covers shut, and securing other potentially exposed components, such as wiring closets, access panels, and elevator shafts, in shared-use facilities.

**Natural Disaster: 2017 US Hurricane Season**

The 2017 hurricane season was uniquely devastating across the southeastern United States and the Caribbean islands. In fact, the devastation was so significant, that the US Federal Communications Commission took the
extraordinary action of issuing a specific report detailing the many impacts to communications infrastructure. The report focused on the damage from three primary storms: Hurricane Harvey, which hit Houston, Texas, in August 2017; Hurricane Irma, which hit the US Virgin Islands (USVI), Puerto Rico, and Florida in early September 2017; and Hurricane Maria, which decimated the USVI and Puerto Rico in mid-September 2017. Since the most damaging and longest-lasting effects from the three storms were from Hurricane Maria in Puerto Rico and the USVI, this case study will focus on the impacts from Maria.

Hurricane Maria almost completely destroyed the communications infrastructure in both the USVI and Puerto Rico. At its worst, Hurricane Maria took out over 75 percent of cellular service in the USVI and over 95 percent of cellular service in Puerto Rico, where 48 of 78 municipios (county equivalent) had 100 percent loss of cell service. Figure 9-3 illustrates this devastating loss of cellular service in Puerto Rico the day after Hurricane Maria struck. Further, unlike previous storms, cellular service did not bounce back quickly after Maria; in fact, some cellular sites were still out of service six months later. On the USVI, the primary public-safety answering point was out of service for at least 10 days. Radio and TV broadcasters were similarly impacted, with large numbers offline for extended periods of time.
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**Figure 9-3. Cellular service in Puerto Rico the day after Hurricane Maria**


While the impacts from a natural disaster may seem unrelated to counterterrorism planning, there are several key lessons learned from these severe weather events:

- Communications resilience is tightly linked to the availability of reliable electric power. By far the primary cause of cellular site failures was lack of commercial power combined with lack of generator capability, generator failure, or lack of fuel.

- Widespread natural disasters will impact communications networks to some degree, and these communications impacts will adversely affect situational awareness and command-and-control necessary to develop and execute response courses of action.

- Communications failures—such as cellular connectivity, the ability to call for first responders, or lack of broadcast capability—have a significant impact on community resilience. The systemic stress to infrastructure systems, including communications, from natural disasters leaves communities more vulnerable to effects from a subsequent attack of opportunity by terrorists, while the impacts of such an attack could be amplified.

**Cyberattack on Communication Systems: TV5 Monde**

On April 8, 2015, a group claiming to be the “Cyber Caliphate” attacked the French television network TV5 Monde. The groundwork for the sophisticated attack actually began months earlier, with initial network penetration happening as early as January 23, 2015. The attackers conducted systemic reconnaissance of the TV5 Monde network to understand how the network developed, staged, and broadcast its content. Systematically burrowing deeply into TV5 Monde’s network, the attackers built malicious software that corrupted the Internet-connected hardware that controlled the station’s operations, even compromising the station’s ability to encode content for broadcast. When the main attack was launched, all 12 of the network’s broadcast channels were initially taken off the air,
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with some channels not restored for 18 hours. Nearly simultaneously, the network’s website and social media accounts were also compromised and used to post propaganda supporting the Islamic Caliphate.

While contemporaneous accounts of the event initially expressed alarm at an apparently and suddenly more capable and sophisticated cyber adversary in the Islamic Caliphate, signs began to emerge that the attack may have been a “false flag” operation conducted by another actor trying to shift blame for the attack. The complex attack used multiple points of ingress in the attempt to compromise TV5 Monde’s network, even including the station’s Internet-connected security cameras. The computer forensics company, FireEye, finally attributed the attack to the Russian advanced persistent threat (APT) group known as Fancy Bear or APT 28, suggesting the false flag effort was “likely a Russian information operation” meant to “capitalize on Western fears over Islamic extremism” and “draw the West’s attention away from Russia’s ongoing role in the Ukraine crisis and towards the threat of terrorism in the Middle East.”18 FireEye, along with government investigations and other cybersecurity firms, noted a range of evidence pointing to Russian involvement, including Internet Protocol (IP) blocks adjacent to other known APT 28 activity, code compilations consistent with operations in Moscow and St. Petersburg, and a code base written with Cyrillic keyboards.19

The net result of the incident was that the attacker took 12 TV5 Monde channels off the air and caused a direct estimated financial impact of more than 4.5 million euros. Fortunately, attackers either could not or chose not to commandeer the broadcasts fully to air content of their choosing. The attackers did, however, commandeer related TV5 Monde social media accounts (YouTube, Twitter, and Facebook) to launch propaganda campaigns. Some observations and lessons learned from the APT 28 attack include:

- The importance of multilayered defense. According to multiple sources, TV5 Monde did not have good segmentation of their internal network. Their information technology and operations technology systems were interconnected, allowing a breach on the business side of the network to impact to operational systems.
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In cyber events, attribution is difficult and, even in the best circumstances, leaves a degree of uncertainty. Further, even where attribution is possible, publicly acknowledging the attribution may reveal the sensitive sources and methods through which attribution was achieved. These challenges with attribution complicate deterrence since placing consequences on an attacker requires some degree of certainty that the actual attacker is bearing the cost of the retribution. See the Ukraine case study in chapter 5 for discussion on the difficulty of attribution and response options to cyberattacks.

While communications systems are often involved in cyberattacks designed to reach other targets, communications are sometimes targeted directly. As both nation-states and non-state actors continue to view information and disinformation campaigns as means to achieve their ends, assuming direct control of the means of communication will continue to be an attractive target.

The ability to attack broadcast networks, in conjunction with other actions in a complex attack, could greatly hinder the ability to communicate to the public, thereby causing significantly more impact than a simple kinetic attack alone.

**Distributed Denial of Service (DDoS): Mirai Botnet**

In early August 2016, a new malware variant, known as Mirai, began to circulate. This self-replicating malware specifically targeted IoT devices such as home routers, security cameras, printers, and network-attached storage devices. Once installed on a new device, the malware would seek other devices to infect by randomly scanning the Internet for targets and then attempting to gain access by trying 64 commonly used login and password combinations. Many IoT devices at the time used default passwords that were rarely changed by users, so the malware was able to spread remarkably rapidly. The cybersecurity company, Cloudflare, assessed that during its first few days, the malware was doubling the number of devices captured every 76 minutes.20 These captured devices (now known as bots) would form a sort of network (a botnet) when each device would contact command-and-control (C2) servers to receive instructions on what to do next. In the case of Mirai, the C2 servers could provide instructions to launch DDoS attacks to flood

target computers and networks with bogus traffic to overwhelm the servers’ ability to respond, thus making a site or service unavailable for legitimate use.

The first two victims of the Mirai botnet were the European web-hosting company OVH on September 18, 2016, and the servers hosting the online presence for noted cybersecurity researcher Brian Krebs on September 21. At the time, the attacks were some of the largest DDoS attacks ever observed. Later that month, Mirai’s creator posted its source code online, leading to a massive proliferation of botnets built on the Mirai model, and it did not take long for these new botnets to become active. On October 21, Mirai was used to target Dyn, a domain name system (DNS) resolver. DNS resolvers such as Dyn translate the text-based Internet addresses into the numerical IP addresses to enable the routing of Internet traffic. Since Dyn provided this service for so many customers, the attack on their DNS service made large swaths of the Internet unavailable for a short period until the attack was mitigated. In the months that followed, other attacker groups using Mirai targeted a wide range of victims across the globe. Mirai variants remain active to this day; in the second quarter of 2021 alone, global communications company Lumen, through its Black Lotus Labs threat research arm, identified 349 unique Mirai C2 infrastructures, with each Mirai C2 “family” attacking an average of more than 15,000 victims over a typical one-month lifespan.21

For several reasons, the Mirai botnet is an important example to understand when considering the terrorist cyber threat to communications systems:

- Once “in the wild,” the exploit was rapidly weaponized by a large number of groups, at least some of whom sold DDoS services for hire, putting this kind of cyberattack capability in the hands of any individual or group willing to pay for it.

- The malware successfully promulgates itself in environments where basic cybersecurity measures are lacking (for example, where Internet-facing devices with default or common passwords are left exposed).

- The attack itself was not technically sophisticated. The original code was written by an undergraduate student and two friends. An FBI agent investigating the case said, “These kids are super smart, but they didn’t do anything high

level—they just had a good idea.”22 While state-sponsored cyber actors sometimes wield remarkably sophisticated capabilities, cyberspace is a battlefield where smaller players can create, borrow, or buy relatively simple capabilities that can have outsize impacts on CI security and resilience.

**Conclusion**

As described in this chapter, communications systems are a foundational component of critical infrastructure that are essential to a functioning economy and state capacity to conduct crisis response and military action. Based on recent incidents affecting communications systems, such as those discussed in the case studies, there are several important actions governments and industry can take to promote communications sector security and resilience.

**Blue-sky Coordination and Relationship Building**

The security and resilience of the communications sector is immeasurably improved by a vibrant and strong public-private partnership among communications providers, national-security professionals, and public-safety officials. These relationships must be established and nurtured well ahead of an impending disaster or actual attack. Routine and regular interaction is necessary to build personal familiarity and establish trust. This interaction also ensures that coordination processes and procedures are up to date, to include even things as basic as having contact information, distribution lists, and virtual platforms that are available and functional. In the United States, the DHS National Coordinating Center for Communications hosts a standing weekly call with major federal departments, communications regulators, and dozens of communications company representatives; during the call, developing cyber and physical incidents are discussed, questions asked and answered, and a common lexicon and set of understanding is established. Partnerships developed through mechanisms such as this form a foundation upon which the range of other problems and opportunities can be most easily addressed, such as:

Establishing basic coordination mechanisms via teleconferences, video conferences, in-person meetings, e-mail distributions and online portals, which are used to share information and coordinate response during steady-state operations and times of crisis.

Pre-establishing disaster-reporting processes, so all key stakeholders understand the expected cadence of reporting and have access to reporting templates and application programming interfaces to build internal reporting processes.

Creating a centralized coordination mechanism to minimize multiple reporting and request paths between government and industry.

Exercising jointly developed mechanisms before using them in crisis.

Encouraging industry-to-industry coordination and cooperation that can be leveraged during incident response.

Identification of Risks and Appropriate Mitigation Strategies

As with all critical infrastructure risk-management activities, promoting the security and resilience of communications is most effective when the owner-operators of communications networks are engaged early in the process. Owner-operators, armed with the best available information about threats to their infrastructure, are best positioned to make the most efficient investments in security and resilience initiatives to address those threats. Similarly, those reliant on communications systems benefit from a clear analysis of the risks to those systems on which they rely.

A review of recent events, including those presented in the case studies here, show several areas where investments in resilience have been particularly effective:

Physical and virtual path diversity. Critical communications should have diverse physical and logical paths to facilitate greater resilience. Today’s meshed networks provide excellent route diversity over long-haul core networks, with software-defined networking enabling flexibility of these routes to allow for rapid traffic engineering away from disrupted networks. Such dynamic rerouting is only possible, however, where physical infrastructure allows and so presents a greater challenge in less dense areas, particularly
over the “last mile” legs connecting end users. Those who rely on connectivity for mission-critical military, public safety, or business requirements should work closely with network providers to understand and accommodate physical and logical route diversity.

- Cybersecurity baseline practices. Ensuring a foundational level of cybersecurity best practices—such as routine patching, firewall controls, intrusion detection, and multifactor authentication—will help to prevent or at least mitigate attacks by cyber criminals and low-level non-state actor groups. High-level state-sponsored attackers and increasingly capable attackers-for-hire may be able to breach even the best cyber defenses, making impact mitigation strategies—including zero trust architectures, network segmentation, least privilege implementation, and data encryption—equally important. See chapter 14 for an overview of recommended cybersecurity best practices and tools.

- Cross-sector relationships among communications, electricity, and information technology. Most of the significant events affecting communications over the past 20 years involved concurrent issues with either electric power or information technology. It is critical that the communications sector routinely coordinates and addresses systemic risks at the intersection of these three sectors and that government security and response planners factor this need for coordination into operational and information-sharing plans.

## Communications Sector Resilience Enablers

Commercial communications providers actively manage network events on a daily basis and are the experts on protecting, maintaining, and restoring their networks. There are, however, key areas where government and industry can partner to foster improved sector resilience.

In addition to the partnership mechanisms described above, the private sector can benefit significantly from regular information sharing from governments about known threats from adversaries before incidents occur. Understanding likely adversary tactics, techniques, and procedures will help industry develop and implement tailored countermeasures and risk mitigations. Where specific pre-attack tactics, techniques, and procedures or other cyber indicators of compromise are known, they should be shared with industry
so owners and operators can be on the lookout for signs of an impending attack. Government and industry can also benefit from rapid sharing of prospective defensive measures, so they can evaluate effectiveness within their industry or facility and implement quickly where it makes sense to do so. See the discussion of information-sharing benefits and best practices in chapter 11.

During incidents, experience has shown that industry response is improved by close coordination among relevant government and industry partners. Key elements of this cooperation are:

- **Access.** Often simply getting personnel and vehicles to the network facilities is a challenge following an attack or disaster or during periods of heightened tension. It is critical that communications providers and government officials work together to enable entry to restricted areas, coordinate road clearance and debris removal, and clear access routes to remote sites as soon as possible.

- **Energy.** Prompt and/or prioritized restoration of electric power will significantly increase the communications sector’s ability to recover quickly, so coordination on power restoration priorities and estimated restoration times is essential. Where electric power is unable to be restored quickly, access to fuels (diesel, gasoline, and sometimes propane) for on-site generation becomes critical.

- **Security.** The security of communications facilities, including temporary assets such as portable generators, mobile cellular equipment, work crews, and fuel depots, is vital.

- **Integrity of communications conduit and cabling.** During post-incident operations like debris removal, past incidents demonstrate that fiber-optic and other cables are often damaged or destroyed unintentionally. Close coordination and clear public messaging urging care and caution working in and around fiber conduit and overhead cabling can help mitigate some of this risk.

- **Timely information updates.** As situations evolve, when government has actionable information—intelligence or identified protective measures, for example—it must share this information with industry quickly so it can be put to use.
As a lifeline sector, communications enables much of the modern world’s core functions, including military command and control, government operations, emergency response coordination, economic productivity, and societal engagement. For precisely these reasons, communications are an attractive target for terrorist groups and other adversaries. While communications companies expend great efforts in building secure and resilient networks, government and industry can coordinate efforts to establish solid operational relationships, identify and mitigate critical risks, and develop viable plans of action for disaster response scenarios.
Comparing Policy Frameworks: 
CISR in the United States and the European Union

Ronald Bearse and Alessandro Lazari

For over a quarter century the United States and the European Union have been diligently planning and implementing policies and procedures to protect the critical infrastructure sectors that are vital to the prosperity and security the majority of their citizens enjoy. Given the evolving nature of threats against critical infrastructure, recent US and EU efforts have focused on enhancing collective critical infrastructure security and resilience (CISR) posture. The core objective of these CISR initiatives is to strengthen their ability to deter, prevent, reduce the consequences of, respond to, and recover from a broad array of vulnerabilities, hazards, and threats to critical infrastructure. Any such disruptions to or destruction of these critical infrastructure systems and assets can have damaging impacts on individual nations, the transatlantic economy and security environment, and the ability of the North Atlantic Treaty Organization (NATO) to fulfill its core tasks.

The US and EU CISR policies and practices have long been recognized as two of the most advanced frameworks in the world. Since a considerable majority of national CISR policies and plans from around the world reflect or reference to some extent the US or EU models, this chapter describes the key underpinnings and characteristics of each framework. In fact, among NATO’s 30 member states, 22 of them—the United States and 21 others who are also members of the EU—are directly impacted by these frameworks, while the remaining
eight member states and numerous partner nations are influenced by them.¹ This chapter will first examine the US framework and then that of the EU, with each section outlining the fundamental elements of the respective models, the reasons why these frameworks came into being and how they were adapted over time, and the various ways in which they are being implemented to strengthen national, regional, and international security, economic prosperity, and public health and safety. The goal of this chapter ultimately is to help Allies and partners better understand these two frameworks and apply their key principles and tenets to enhance the CISR posture in their respective countries.

**US CISR Framework**

Critical infrastructure first appeared in formal US policy in 1996 when US President Bill Clinton signed Executive Order 13010, which established a national commission to assess the scope and nature of the vulnerabilities of and threats to critical infrastructure facilities and systems. The commission also recommended a comprehensive national policy and implementation strategy for protecting critical infrastructure from physical and cyber threats and for assuring their continued operation.² Five years later, the USA Patriot Act of 2001 took the additional step of defining critical infrastructure as those “systems and assets, whether physical or virtual, so vital to the United States that the incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.”³

More than a decade later, in 2013, US President Barack Obama established current US national policy on CISR when he signed Presidential Policy Directive 21 (PPD-21) to advance a national unity of effort to strengthen and maintain secure, functioning, and resilient critical infrastructure against all hazards, including physical and cyber threats.⁴ PPD-21 formally
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marked the distinction between critical infrastructure protection (CIP) and making it more secure and resilient (CISR).

Critical infrastructure in the United States consists of distributed networks, numerous types of organizational structures and operating models (to include multinational ownership), interdependencies in the physical and cyber domains, and unique arrangements comprised of authorities, responsibilities, and regulations across all levels of the government and the private sector. Given this complex and diverse nature of critical infrastructure, the policy aim outlined in PPD-21 is ambitious and challenging to accomplish. Therefore, PPD-21 recognizes the need for cooperation between the public and private sectors, coordination among various agencies and levels of government, and integration with the national preparedness system across the spectrum of the prevention, protection, mitigation, response, and recovery domains.

According to the current CISR policy established by PPD-21, the federal government is responsible for strengthening the security and resilience of its own critical infrastructure, ensuring the continuity of national essential functions, and continuing to partner effectively with critical infrastructure owners and operators to enhance their CISR efforts. In addition to its partnership with private-sector owners and operators, the federal government works with state, local, tribal, and territorial entities to manage risks and strengthen the security and resilience of the nation’s critical infrastructure against all hazards that could have a debilitating impact on national security, economic stability, or public health and safety. PPD-21 also requires the federal government to engage with international partners to strengthen the security and resilience of domestic critical infrastructure as well as those facilities or assets located outside of national borders upon which the country depends.

What Guides US CISR Policy?

PPD-21 outlines three strategic imperatives that are the foundation for improving national CISR practices and procedures. The first imperative is to enhance functional relationships across the federal government to advance a national unity of effort. Key to this effort is a national plan that identifies roles and responsibilities for sector-specific agencies; other federal departments


and agencies with critical infrastructure roles; state, local, tribal, and territorial entities; and critical infrastructure owners and operators. As the vulnerabilities, risks, and threats to critical infrastructure have evolved in the twenty-first century, CISR policy has also adapted to address these changes, often in the form of innovative programs and initiatives addressing specific infrastructure issues and priorities. PPD-21 outlines the need to establish baseline capabilities that reflect this evolution of knowledge and practice, define relevant federal program functions, and take steps to facilitate collaboration and information exchange between and among the federal agencies. As part of this updated structure, PPD-21 directed the creation of two national centers—for physical and cyber aspects of infrastructure, respectively—under the Department of Homeland Security (DHS) to be focal points for information and situational awareness for critical infrastructure partners. Since its creation in 2018, the Cybersecurity and Infrastructure Security Agency (CISA) fulfills these two functions.

The second imperative, along these lines, is to enable the efficient exchange of information, including intelligence, between all levels of government and critical infrastructure owners and operators to enable situational awareness and multidirectional sharing of threats and vulnerabilities. To enhance multidirectional information exchange between and among the government and private sector, this imperative highlights the importance of identifying (1) requirements for data and information formats and accessibility, (2) system interoperability, and (3) redundant systems and alternate capabilities should there be a disruption in the primary systems.

Building on the first two imperatives, the third strategic imperative calls for the implementation of an integration and analysis function for critical infrastructure that includes operational and strategic analysis of incidents, threats, and emerging risks. Integration and analysis of information resides within CISA’s purview, and it includes the capability to collate, assess, and integrate information regarding vulnerabilities and consequences with threat streams and hazard information. While not replicating the analysis conducted in the broader national intelligence community, this function (1) helps prioritize assets and manage risks to critical infrastructure, (2) anticipates cascading impacts due to interdependencies, (3) recommends CISR measures prior to, during, and after an event or incident, and (4) supports incident management and restoration efforts related to critical infrastructure.

This function depends on stakeholders—federal departments and agencies as well as analytic entities at all other levels of government and in the private sector—supplying relevant, timely, and appropriate information to CISA so it can maintain and share near real-time situational awareness with actionable information about imminent threats, significant trends, and incidents that may affect critical infrastructure.\textsuperscript{11}

Given these three strategic imperatives and the broader strategic direction outlined in PPD-21, the National Infrastructure Protection Plan (NIPP) 2013 fulfills PPD-21’s clear call for an updated national plan. NIPP 2013 presents the vision and mission for CISR policy, for which CISA has primary responsibility among federal agencies. According to the NIPP 2013, the physical and cyber critical infrastructure should “remain secure and resilient, with vulnerabilities reduced, consequences minimized, threats identified and disrupted, and response and recovery hastened.”\textsuperscript{12} In turn, this vision drives the basic approach to enhance CISR “by managing physical and cyber risks through the collaborative and integrated efforts of the critical infrastructure community.”\textsuperscript{13}

An important first step is to determine which infrastructure sectors are both critical to maintain continued services or functionality and vulnerable to some type of threat or hazard. The US government designated four sectors—transportation systems, water and wastewater systems, energy, and communications—as lifeline sectors because most other sectors depend on these functions and services to operate. See chapter 1 for its explanation of lifeline sectors.\textsuperscript{14} Due to these dependencies and interdependencies between infrastructure elements, the loss of one lifeline function typically has an immediate impact on operations in multiple sectors. See chapter 12 for greater detail on the nature of dependencies, interdependencies, and cascading or escalating effects. Naming and officially recognizing lifeline sectors and identifying existing cross-sector interdependencies facilitates collaboration and information exchange and promotes continuity of operations and services.\textsuperscript{15}
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In total, US CISR policy currently recognizes 16 sectors as critical infrastructure. In addition to the four lifeline sectors, the additional 12 sectors are: chemical, commercial facilities, dams, defense industrial base, emergency services, energy, financial services, food and agriculture, government facilities, healthcare and public health, information technology, critical manufacturing, and nuclear reactors, materials, and waste (see figure 10-1). Although the number of identified critical infrastructure sectors is currently 16, this number is subject to change regarding the vulnerability of specific sectors and the nature of interdependencies between them. For instance, in 2017, the US government designated election infrastructure as a subsector of the government facilities sector due to the importance of free and fair democratic elections as a foundation of the American way of life.

When it comes to securing these critical infrastructure sectors and making them more resilient, it is essential to understand the nature of the threats and hazards that can influence operations. Some hazards and threats are specific to geographic regions, others affect the entire country, and a few may even have global impacts. By using an all-hazards approach, US CISR policy begins with an appreciation for the spectrum of threats and hazards to critical infrastructure, an analysis of the likelihood of occurrence and their potential impacts, and then directs efforts to focus on and prepare for those that pose the greatest risk. Although not an exhaustive list, the government considers the following hazards and threats when determining appropriate

---

CISR policies and practices. See chapters 2–4 for more detail on physical, cyber, and hybrid threats.\(^{17}\)

- Climatological, hydrological, meteorological, and geophysical events, such as drought, wildfires, floods, tropical cyclones, severe winter storms, earthquakes, tsunamis, or volcanic eruptions
- Pandemics
- Industrial accidents like structural failures and chemical spills
- Unscheduled disruptions due to aging infrastructure or malfunctions
- Criminal incidents and physical or terrorist attacks
- Cyber incidents, including denial-of-service attacks, malware, and phishing
- Attacks that exploit supply-chain vulnerabilities to cause system failure
- Foreign operations to spread misinformation, undermine democratic processes, or make investments that give foreign powers undue influence

**Adopting a Sound Risk Management Framework**

An essential first step in developing CISR policy is understanding the nature of the risks to critical infrastructure and developing appropriate measures to mitigate or respond to them. The NIPP 2013 defines risk as the potential for an unwanted outcome resulting from an incident, event, or occurrence, as determined by its likelihood of occurrence—given the nature of threats and vulnerabilities—and the consequences that could follow.\(^{18}\) Risk management is the process of identifying, analyzing, and communicating risk and then accepting, avoiding, transferring, or controlling it at acceptable levels and costs.\(^{19}\) Risk management enhances US CISR posture in several important ways. First, it brings attention to those threats and hazards that are most likely to cause significant, unwanted outcomes to a specific infrastructure or sector. Second, it informs actions and guides the application of resources to prevent or mitigate the effects of these threats and hazards.

---

Third, risk management enables stakeholders to identify and prioritize actions to ensure continuity of essential functions and services and support enhanced response and recovery efforts following incidents. Finally, risk management facilitates decision making and the setting of priorities among all stakeholders.

The current US critical infrastructure risk management framework, described in NIPP 2013, consists of the following core tenets.20

- Risk should be identified and managed in a coordinated way within the critical infrastructure community to enable effective resource allocation.
- Partnerships can improve understanding of evolving risk to cyber and physical systems and assets and can offer data and perspectives from various stakeholders.
- Understanding and addressing risks from cross-sector dependencies and interdependencies is essential to enhancing overall CISR posture.
- Gaining knowledge of and reducing infrastructure risk requires information sharing across all levels of the critical infrastructure community.
- A partnership approach, involving public and private stakeholders, recognizes the unique perspectives and comparative advantages of the diverse critical infrastructure community.
- Regional, state, and local partnerships are crucial to developing shared perspectives on existing gaps and actions required for improvement.
- Critical infrastructure transcends national boundaries and thus requires bilateral, regional, and international collaboration, capacity building, mutual assistance, and other cooperative agreements, such as the Canada-US Action Plan for Critical Infrastructure.
- The design phase of critical infrastructure facilities or systems should consider and incorporate measures to enhance security and resilience.

A New Approach: Managing Cross-sector Risk to Critical Infrastructure

Effective risk management depends on critical infrastructure stakeholders’ ability to engage across sectors to facilitate a shared understanding of risks and integrate a wide range of activities to manage them. In April 2019, CISA published a list of 55 national critical functions, which are government and private-sector operations and services so vital to the United States that their disruption, corruption, or dysfunction would have a debilitating effect on physical and economic security and public health or safety. Identifying these critical functions marks a shift from the previous risk-management framework focused primarily on entity-level risk management to more of an enterprise approach that looks instead at critical outcomes.

The national critical-functions framework captures risk and associated dependencies that are cross-sector in nature and may have cascading impacts within and across sectors. Using this functional approach to risk allows the critical infrastructure community to enhance CISR posture in a more strategic way, including more precise targeting and prioritizing of assets and systems based on an understanding of critical functions and key dependencies and interdependencies.

CISA organizes these functions into four domains: (1) technological connections that enable vital communications, (2) distribution methods for the movement of goods, people, and utilities, (3) management processes linked to national security and public safety, and (4) supply chains and services that secure the economy, such as water or housing. The functional framework enables CISA to better identify risks that might otherwise be overlooked, including risks to supply chains, major cybersecurity issues like attacks to steal intellectual property or manipulate industrial-control systems, and the need for cross-industry engagement over complex challenges like vulnerabilities associated with position, navigation, and timing systems.

Who Is Responsible for CISR Efforts?

In the United States, CISR is a collective responsibility that critical infrastructure owners and operators, government entities, and nongovernmental organizations (including industry associations) share.

22. “National Critical Functions.”
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Since private-sector companies own and operate most critical infrastructure, public-private partnerships are essential for effective CISR efforts. Although not all-inclusive, this section will introduce some of the most important elements of collective responsibility for CISR efforts and public-private partnerships.

Starting with the government side, sector-specific agencies are those federal entities that have an assigned responsibility for one or several critical infrastructure sectors. For instance, the Department of Health and Human Services is responsible for the healthcare and public-health sector, while the Environmental Protection Agency is responsible for water and wastewater services. Beneath the federal level, governments at the state, local, tribal, and territorial levels play key roles in protecting public safety and welfare, providing essential services, and planning and implementing activities that ensure the security and resilience of critical infrastructure within their respective jurisdictions.

From the nongovernmental perspective, several communities play key roles in enabling CISR efforts. The academic community’s contributions include research and development, testing and evaluation of CISR technological advances, and participation in the risk-analysis and management process. Advisory councils, such as the National Infrastructure Advisory Council, provide recommendations, advice, and expertise to government agencies on a host of CISR initiatives and policies.

Finally, critical infrastructure owners and operators from the public and private sectors are essential to a strong CISR posture. Private-sector companies own and operate roughly 85 percent of the physical and cyber infrastructure, while federal, state, or local governments manage the remaining 15 percent. Since private companies own and operate the majority of critical infrastructure, they are uniquely positioned to manage risks to their respective systems and assets and establish effective strategies to make them more secure and resilient.

Perhaps the strongest element of the collective responsibility for CISR practices in the United States is the network of partnerships, beginning
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with the series of public-private partnership councils. First, sector coordinating councils are self-governed groups of private-sector owners and operators and trade association representatives from the 16 critical infrastructure sectors. Given their collective expertise and management of daily operations for most critical infrastructure facilities, these councils provide the government with key insights and recommendations for planning and implementing sector-specific CISR activities.

Second, government coordinating councils are sector-specific groups that include representatives from all levels of government that serve as the public-sector counterpart for the private-sector councils. Beyond what the sector coordinating councils can do on their own, these government councils enable coordination across jurisdictions and among various government agencies.

Third, cross-sector councils—typically comprised of the primary or vice chairpersons from each of the sector councils—are a venue to address the issues and interdependencies that involve multiple critical infrastructure sectors and share general best practices. Finally, the Regional Consortium Coordinating Council is a national forum that provides the framework and foundation for cross-sector coordination and CISR efforts at the regional level. Given the importance of public-private partnerships, the Critical Infrastructure Partnership Advisory Council (CIPAC) provides the framework to facilitate interaction between these different councils and their various members. CIPAC directly supports NIPP 2013 and PPD-21 by providing a forum in which government agencies and critical infrastructure owners and operators can meet to plan, support, and coordinate CISR efforts.

While CISR programs can be voluntary, regulatory, or some combination of both, voluntary programs are the most common in the United States because they typically work best to promote innovative concepts, especially when vast diversity in a sector or industry limits the ability to apply common standards. Regulatory programs generally are the optimal choice to establish a common standard in the sector or industry, to promote certain industry practices, or to ensure that organizations do not suffer a competitive disadvantage for compliance. The chemical sector, for instance, promotes preparedness
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through a voluntary framework between industry and government and is partially subject to regulatory programs to ensure compliance to standards.  

Figure 10-2. Partnerships: Sector and cross-sector coordination  
(Diagram by DHS)
Stakeholders’ roles and responsibilities in CISR vary widely and depend on several important factors, such as:

- Whether the critical infrastructure is publicly or privately owned
- Regulations governing operations within a critical infrastructure sector
- Sector-specific threats and hazards
- Whether the sector or region prioritizes actions to protect infrastructure, reduce consequences, or rapidly respond to and recover from adverse events

Industry associations often play a key role in recommending practices, while in other sectors there may be regulations that require owners and operators to take certain actions. Some sectors have statewide or national design standards to protect facilities and assets against damage from events like fires, floods, and earthquakes. Insurance providers may also impose security requirements on their policyholders in some sectors. Depending on the stage of CISR activity—preparation for, prevention against, response to, or recovery from an incident or event—stakeholders have different roles and responsibilities. For example, though first responders, critical infrastructure owners and operators, and regional and federal resources may drive response efforts when an incident occurs, the responsibility for recovery in a voluntary system falls to the owners and operators who know the infrastructure best.

This brief section shows the great value of engagement between private industry and all levels of government and the key role councils play in fostering mutual understanding and trust while promoting information sharing and practical exchanges. In particular, organizations that promote planning, prioritization of resources, exercises, and training contribute to better national preparedness, increasingly secure and resilient infrastructure, and more timely responses, which are ultimately the desired outcomes of CISR policy.

**Effective CISR: Built on Collaboration and Information Sharing**

As outlined in the NIPP 2013, security is the process of reducing the risk to critical infrastructure from intrusions, attacks, or the effects of natural or man-made disasters by applying physical means or defensive
cyber measures. Similarly, resilience is the ability to prepare for and adapt to changing conditions, including the ability to withstand and recover rapidly from disruptions, deliberate attacks, accidents, or naturally occurring threats or incidents. To truly make critical infrastructure more secure and resilient requires a strong foundation of collaboration and information sharing.

Effective collaboration requires several vital elements: (1) structures and processes to enable participants to communicate freely without releasing proprietary information or providing unfair advantage, (2) a trusted environment where stakeholders share information needed to strengthen security and resilience, and (3) fair representation and engagement of relevant stakeholders, from all levels of government, industry, emergency management, and security. Similarly, for successful information sharing to occur, there must be established mechanisms or channels to reach stakeholders regularly during blue-sky conditions and the various stages of an incident. Sharing information can take many forms, including training events, briefings, e-mail alerts, conference calls, meetings in secure locations to discuss classified materials about specific threats or hazards, and documents and forums that encourage sharing lessons learned.

CIPAC is the primary framework to facilitate voluntary collaboration and information sharing within and across critical infrastructure sectors through the public-private partnerships and councils outlined above. Beyond CIPAC, however, there are several other programs or venues that facilitate collaboration and information sharing. This section will introduce two of these programs. First, information sharing and analysis centers enable information sharing between the government and private sector by use of a sector-based model, meaning that organizations within a certain critical infrastructure sector (or a specific segment within a sector) join to share information. For organizations that do not fit neatly within an established sector or that have unique information requirements, a more viable option may be to join one of a number of information sharing and analysis organizations. Focused on gathering, analyzing, and disseminating cyber threat information among members, these organizations offer a more flexible approach to self-organized information sharing among specific communities of interest,
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such as legal or accounting firms that support clients across several critical infrastructure sectors.\textsuperscript{35}

Given its collective experience since the mid-1990s, the critical infrastructure community has learned important lessons regarding information sharing that over time have been incorporated into US CISR policy and practice. Some of these key lessons are: (1) to include relevant CISR stakeholders while protecting owner and operator information, (2) to share actionable threat information so owners and operators can take appropriate action, (3) to encourage and practice reciprocal and multidirectional information sharing, and (4) to pursue methods to disseminate threat information safely and more broadly, especially with private-sector companies without appropriate security clearances.\textsuperscript{36} Since this list of collaboration and information-sharing best practices in the United States is not exhaustive, it is helpful to examine the more thorough analysis and discussion of information and intelligence-sharing principles, frameworks, and best practices outlined in chapter 11.

**Moving Forward: Sustaining CISR Success for the Long Term**

As the United States has learned over nearly 30 years of experience, establishing and implementing a demonstrably effective national CISR policy is one of the most difficult things a nation can do. Even with an established, strong CISR policy, culture, and practices, the United States depends on the continuation of strong public-private partnership, the transfer of institutional knowledge, and the investment in its human capital to sustain and mature this posture in the future.

Training, education, and exercises are fundamental to the long-term success of the national CISR posture and must include government officials, infrastructure owners and operators, first responders, and the general public where appropriate. Training can focus on general concepts, best practices, or specific topics and should be available in many different forms to ensure the broadest reach, including means such as instructor-led courses, web-based independent-study courses, and written guidance and job aids. The DHS, for example, currently offers a range of training topics for use by government agencies or private-sector entities, including sector-specific best practices, dealing with insider threats or active-shooter scenarios, supply-chain risk


\textsuperscript{36} CISA, *Critical Infrastructure Security*, 12.
management and third-party dependency, industrial control systems and operational technology, and incident management and response.  

Similarly, exercises can reinforce training and education by providing scenarios to apply knowledge and skills in an operational setting, simulate real-world threats and appropriate response options, and strengthen trust and understanding in relationships within and among participating organizations. Using a variety of models—including workshops or seminars, tabletop exercises, rehearsals of key plans, functional exercises, and full-scale exercises—will help the United States (or any country) maintain and grow a culture of continuous improvement in its CISR posture so the nation is prepared for the current and next generation of threats to its critical infrastructure.

To sustain success in established CISR programs, organizations should promote the program and periodically assess and evaluate it. When it comes to promoting the CISR program, regardless of the level at which it exists, the US approach highlights the importance of outreach and awareness. While CISR programs engage their various stakeholders—including private-sector companies, local governments, and citizens—in different ways, ensuring they understand the risks, have sufficient information, and can make decisions regarding risk mitigation and management with confidence are crucial elements to ensure success. Using social media, web-based training, public media outlets, and conference presentations are just a few ways to reach a broad range of stakeholders. The DHS-led campaign, If You See Something, Say Something®, is a useful example. This effort has successfully reached beyond personnel directly involved with critical infrastructure operations to include entire communities and increased their situational awareness. See chapter 11 for a detailed discussion of this initiative.

Similarly, periodic evaluation of existing CISR programs is essential to ensure they adapt to emerging threats and apply appropriate measures to enhance security and resilience. Since CISR programs can involve representatives from multiple sectors, several levels of government, and owners and operators from different facilities or systems, they can also be difficult to evaluate effectively. The US CISR framework recognizes and seeks to balance two competing imperatives for program assessment. First, CISR programs should have measurements that are simple
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to conduct consistently over time, document and compare actual performance across sectors and regions, and identify shortcomings or gaps in performance along with corrective measures to address them. Second, they should have customized performance metrics that can work in any reporting situation. Thus, a blend of performance measures common to each sector, along with nuanced metrics for the subsector level, can help meet these needs.

Together, these steps of education and training the human work force, promoting the program to a broader population, and developing suitable frameworks for assessing and evaluating performance contribute to CISR programs that can succeed in the future as new threats, risks, and vulnerabilities emerge. While the US CISR framework endorses these steps, they are not unique to the American situation. In many respects, the EU CISR framework faces similar challenges to those in the United States and undertakes similar measures to address them. Whereas the US CISR policy relies on coordination across various levels of government and jurisdictions and strong partnerships between the public and private sectors, the EU must coordinate CISR efforts across its 27 member states, each with its own blend of critical infrastructure facilities, public-private partnerships, and questions of national sovereignty. The next section will explore the CISR policy and practices used in the EU, which not only affects the member states but also other European nations that are not EU members but are located adjacent to or within the EU’s borders.

**EU CISR Policy Framework**

A series of terrorist attacks in the early years of the twenty-first century served as the primary motivation to develop a policy for enhanced collective CISR posture in Europe. In 2004, the EU launched its first joint CISR measures in the wake of the bombings of the train network in Madrid, with the 9/11 terrorist attacks still fresh in the West’s memory and just one year before the attacks against the London underground system. See chapter 7 for its detailed case studies of the Madrid and London railway attacks. These attacks convinced the EU, both at the institutional and member state levels, of the importance of establishing common rules, mechanisms, and tools to foster better governance, management, and protection of national and European critical infrastructures (NCI and ECI, respectively).

The EU’s objective is not to interfere in matters of national security, which remain the exclusive responsibility of each member state. Instead, EU CISR policy fosters the security and resilience of critical
infrastructures in the EU through a program that harmonizes efforts across the member states and enables a more mature CISR posture overall. In 2004, the maturity of member states’ individual CISR policies and practices was very uneven. A small number of countries, such as France, Germany, and the United Kingdom, already had a national framework in place at this time, while the vast majority of member states relied on a basic set of rules or very embryonic approaches. Even though most countries had various elements of CISR programs within their national legislation, they were very fragmented and lacked long-term objectives consistent with the unique nature of European critical infrastructure. For instance, national CISR programs overlooked measures to prevent trans-boundary externalities and domino effects, which are some of the drivers of the EU’s current approach.

Given these conditions, the EU established the European Programme for Critical Infrastructure Protection (EPCIP) in 2006 and, since then, this program has served as the foundation for planning, executing, and consolidating most European CISR activities. In response, EU institutions—particularly the European Commission—have played key roles in setting the conditions for the overall improvement of CISR capabilities across Europe by fostering a risk-based approach. Using risk assessment and management as the foundation for CISR efforts has now become so ingrained that this mentality influences even the most recent directives and regulations addressing cybersecurity, such as the 2019 EU regulation that updated the mandate of the EU Agency for Network and Information Security (ENISA) to address emerging risks and threats in the cyber domain.40

The EPCIP has improved the security and resilience of critical infrastructures in both the public and private sectors by persuading member states to establish or renew their national frameworks and improve their cooperation with private-sector operators and critical infrastructure stakeholders in neighboring states. Although the EPCIP has been a successful program, the objectives of the plan have taken longer to materialize than originally envisaged. One example that illustrates this ambitious timeline is the EU’s commitment to review Directive 114/08/EC—which called on member states to complete an assessment to identify and designate facilities or sectors

that qualify as critical infrastructure—four years after its entry into force. The review planned for 2012 never took place because some member states had only recently transposed the directive into their national legislation and still needed to complete the operative phase of identification, designation, and protection of critical infrastructure. Directive 114/08/EC is still in force, though it will likely be repealed by 2023 and replaced by the directive on critical entities resilience introduced in late 2020.

The harmonization of numerous national approaches toward the identification, designation, and protection of both NCIs and ECIs has proven to be quite challenging. This difficulty is due not only to the various levels of CISR posture and capability among member states, but also to these 27 individual countries having processed the security objectives outlined by the EU through their respective cultures, governance models, histories, economies, and preexisting priorities. At an institutional level, the EU is governed by the principle of subsidiarity, which ensures member states retain the ability to make decisions and act in areas in which the EU does not have exclusive competence. These circumstances have deeply influenced the way each country has responded to the common security agenda outlined in the EPCIP. In this way, the pursuit of a strong European CISR posture presents unique challenges when compared to the United States given the substantial difference in their respective governance models.

To date, the EU institutions, member states’ national governments, critical infrastructure owners and operators, academia, and research centers have worked together to increase baseline levels of security and resilience across Europe. The slow and steady progress the EU and its member states have achieved in improving awareness and developing more mature CISR policies and practices reflects a mentality of continuous improvement, which has led the EU to adopt several additional measures and sector-specific policies beyond the EPCIP. When considered in a holistic manner, these advances offer an encouraging snapshot of progress from a CISR program that was initially focused on protection and


characterized by isolated national approaches to a framework that prioritizes resilience and is increasingly harmonized, coordinated, and comprehensive across EU member states. Figure 10-3 below illustrates the progression of EU CISR policy since 2004.

The following sections will provide a macro-level description of the phases and milestones depicted in figure 10-3, which have characterized the evolution of the EU’s CISR policy framework over the last two decades. The section will focus on the main milestones and will not discuss sector-specific measures, such as the policy, directives, and regulations in key areas like port security or civil aviation.44

2004: Embryonic Stage Motivated by Fight against Terrorism

The terrorist attacks of Madrid, which took place in 2004, were the spark that ignited the launch of a joint EU program on critical infrastructure protection (CIP). These tragic events unveiled the fragility of daily life in European society, including the strategic assets and critical infrastructures that enable its prosperity and provide essential services each day. They also provided the context and motivation for the EU at an institutional level to pursue several initiatives that would eventually form the foundation.

and objectives of the EPCIP. Several important communications by the European Council and the EU Commission throughout 2004 illustrate this new trajectory.

From the perspective of the Council, two vital documents capture the essence of the early and developing nature of CIP policy. First, the presidency conclusion from the Brussels European Council sessions on July 17–18 directed the Council and the Commission to “pursue with determination the objective of building a shared area of freedom, security and justice” for the coming years and to develop proposals for a new program that would achieve this strategic goal. At the same time, the Council also charged the Commission to work with the Council in preparing an overall strategy to enhance the protection of critical infrastructures and integrate the fight against terrorism fully into EU external relations policy. The second important event came four months later, when the Council published an update to the EU Plan of Action on Combating Terrorism. The highlights of this plan are listed below.

- Enhance international efforts and will to combat terrorism.
- Reduce the access of terrorists to financial and other economic resources.
- Maximize the capacity within EU bodies and member states to detect, investigate, and prosecute terrorists, prevent terrorist attacks, and deal with the consequences of a terrorist attack.
- Secure international transport and ensure effective border control systems.
- Address factors that contribute to support for and recruitment into terrorism.
- Target actions under EU external relations toward priority third countries that need to enhance their commitment and capacity to combat terrorism.

Similarly, the European Commission published four specific communications to the Council and the European Parliament


on October 20, 2004. Together, these communications demonstrated the Commission’s commitment to moving beyond individual, national approaches to a more structured, wide-ranging, and collective EU framework that could facilitate a timely, adequate, and more coordinated response to all terrorist scenarios. Together, these communications introduced several priority topic areas, such as the availability of common alerting systems for prompt and effective communications with citizens and measures to improve the exchange of information, strengthen transparency, and enhance the ability to trace terrorists’ financial transactions.47

Perhaps the most important of these communications, Critical Infrastructure Protection in the Fight against Terrorism, clarified the definition of critical infrastructure, designated specific sectors as critical infrastructure, and outlined the fundamental concepts and requirements that became the foundation for the EPCIP. This communication defined critical infrastructures as “those physical and information technology facilities, networks, services and assets which, if disrupted or destroyed, would have a serious impact on the health, safety, security or economic well-being of citizens or the effective functioning of governments” in the various EU member states.48 The communication also identified nine sectors as critical infrastructure: (1) energy installations and networks, (2) communications and information technology, (3) finance, (4) health care, (5) food, (6) water, (7) transport, (8) the production, storage, and transport of dangerous goods, and (9) essential government services and functions.49

Although this initial list of critical infrastructures is quite comprehensive, the Commission determined that further refinement and definition were necessary. The Commission specifically directed member states to identify and designate which critical infrastructures qualify as national (NCI) and charged EU institutions to determine which are European (ECI) by the end of 2005. Identifying NCIs and ECIs was a critical first step because it allowed the EU—in line with the principle of subsidiarity and recognizing the highly connected and interdependent nature of these services and networks—to focus its efforts on those sectors that most impacted the functionality of critical infrastructure in the member states. To guide

EU institutions and member states in designating NCIs and ECIs, the Commission recommended the three factors outlined below for consideration.\(^{50}\)

- **Scope.** The geographic area—international, national, or local, for example—affected by the loss or unavailability of a critical infrastructure.

- **Magnitude.** The degree of the impact or loss of a critical infrastructure can be assessed as none, minimal, moderate, or major. Useful criteria to evaluate potential magnitude include the impacts on the general population, the economy, the environment, other critical infrastructure sectors or facilities, and the government’s ability to function properly.

- **Effects of time.** At what point the loss of a critical infrastructure could have serious impact: immediately, in a matter of days or weeks, or longer.

Finally, this crucial communication justified the need for an EU-wide CIP program consisting of a common framework but with clear responsibilities for the member states and the EU, respectively. Citing the impossible task of trying to protect all possible infrastructures the member states might identify as critical, the Commission asserted that, at an institutional level, the EU must prioritize the protection of infrastructures that have a transboundary effect, leaving all others under the purview of the member states.\(^{51}\) This focus on transnational networks and cross-border connectedness was at the core of EPCIP from the start, and it remains one of the enduring elements and guiding principles of the EU CISR framework. On this point, the Commission also outlined three metrics by which it would measure the success of an eventual EPCIP: (1) member states identifying and establishing inventories of critical infrastructures according to EPCIP priorities, (2) businesses collaborating within sectors and with the government to share information and reduce the likelihood of major incidents disrupting critical infrastructures, and (3) an EU-wide common approach to tackling the security of critical infrastructures through public-private cooperation.\(^{52}\) These three criteria constitute the initial pillars upon which EU institutions
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and member states established the EPCIP and were the basis for their intensive discussions on how to mature the program.

2005: From the Fight against Terrorism to an All-hazards Approach

In the timeline of events, 2005 is a key year because it is when the EU adopted an all-hazards approach as the basis for an EPCIP and its efforts to protect critical infrastructures from the wide variety of threats that could disrupt operations or destroy facilities and assets. The matter of a strong, collective CISR posture has become more prominent in the European policy agenda as the fear emerged that negative effects caused by the disruption, failure, or destruction of a critical infrastructure in a single member state could spread to others as well. While the key initiatives of 2004 introduced the mandate to prepare a strategy to protect critical infrastructures and eventually establish an EPCIP, the Commission’s immediate actions aimed at gathering a critical mass of stakeholders involved in the lifecycle of critical infrastructures. The Commission organized two seminars in 2005 during which member states shared the status and progress of their CIP programs and exchanged information with private-sector representatives on how to better define the respective competencies and domains of interest.

As a result of the discussions at these two seminars, the Commission published the *Green Paper on a European Programme for Critical Infrastructure Protection*, which included the analysis of numerous policy options for how to respond to the Council’s 2004 request to establish an EPCIP. As set out in the initial stages of 2004, focus of an EPCIP would be to achieve an adequate level of protection for all the critical infrastructures with priority focus on those which, if disrupted, would cause severe impacts across multiple EU member states. Perhaps most importantly, the paper argued that the optimal way to strengthen critical infrastructure in the EU was to establish a common EPCIP framework and facilitate the exchange of best practices and ways to monitor compliance.\(^53\)

In the green paper, the Commission also included two essential elements of a future EPCIP: a potential definition for ECI and a continued emphasis on the importance of assessing transboundary effects. First, the paper retains the definition of critical infrastructure as those resources, services, facilities, networks, and assets if disrupted or destroyed, would have serious impacts on health, safety, security, economic, or social well-being.

---

When it comes to qualifying areas that should be European critical infrastructure, the Commission has presented two options to consider when designating ECI: those which if disrupted or destroyed (1) would have a serious impact on two or more member states or (2) would involve three or more member states. The emphasis on transboundary effects constituted the main driver of the future EU policy as a part of the definition and a requirement for identifying and designating ECIs.

Given the transboundary and interdependent nature of critical infrastructures across the EU, the Commission proposed that a common EPCIP framework—though primarily focused on ECIs—should also form the basis for how member states identify, designate, and protect their NCIs. The Commission recommended this top-down approach from the standpoint of providing critical infrastructure owners and operators a more simplified and efficient framework and serving the best interests of the individual member states and the EU as a whole. Although the Commission suggested member states had the flexibility to create national CIP organizations that could apply additional, more demanding measures than those outlined in an EPCIP, the core issue was the application of the principle of subsidiarity. While member states generally endorsed a collective EU approach, they also had a strong desire to retain control over those critical infrastructures in their respective national borders that would be designated as ECIs.

While the green paper’s policy recommendations initiated this tension over EU-level management of certain critical infrastructures and national control of others, the EU Council Directive 2008 would later provide more clarity. On this point, the council directive affirmed the member states’ sovereignty to designate which critical infrastructures located within their national borders could also be designated as an ECI and clarified the Commission’s role to support the member states in this process. Similarly, many other elements and best practices introduced in the green paper would later form the foundation of the EPCIP in 2006 and inform the guidance outlined in the Council Directive 2008, which today constitutes the core element of the EPCIP.

2006: EU Formally Creates EPCIP

Following the consultations and discussions triggered by the green paper, the *Communication from the Commission on a European Programme for Critical Infrastructure Protection*, published in 2006, formally created the EPCIP as the framework to protect critical infrastructure across the EU, outlined the principles, procedures, and tools to implement it, and promised a council directive to ensure the achievement of the joint protection objectives.\(^{57}\) Although it recognized terrorism as the priority threat to critical infrastructure, the basis of the EPCIP was an all-hazards approach. As the framework for EU-wide critical infrastructure protection, the EPCIP consisted of several essential elements to guide future efforts.\(^{58}\) The list below contains the key concepts put forth in the EPCIP:

- A procedure to identify and designate ECIs
- A common approach to assess and enhance protection of ECIs
- Support for member states to identify, designate, and protect their NCIs
- Contingency planning to minimize the effects of disruptions of ECIs or NCIs
- An external dimension to assess impacts of CIP outside of EU borders
- Financial measures to provide for initiatives and efforts related to CIP
- Several measures to further develop and implement the EPCIP

Among the measures to implement the EPCIP were several ways to exchange best practices, share information, and improve dialogue between relevant CIP stakeholders. These measures consisted of expert groups at the EU level, CIP information-sharing processes to promote trust and protect sensitive information, a process to identify and analyze interdependencies based on geography and sector, and the critical infrastructure warning information network (CIWIN). The framework also included the EPCIP Action Plan


based on three main work streams: (1) to provide a strategic platform for overall EPCIP coordination and cooperation across the EU institutions and member states via the EU CIP contact group, (2) to enhance the protection of ECIs by reducing their vulnerability, and (3) to support member states in all efforts regarding NCIs. One of the strongest elements of the action plan was the creation of the EU CIP contact group. This group, comprised of one CIP representative from each member state charged to coordinate national CIP issues, provided a forum chaired by the EU Commission in which member states could discuss issues and make decisions with each other and with the Council and Commission.

Finally, the EPCIP made progress on the contentious issue of NCIs by clarifying that the responsibility for NCIs rests with member states and NCI owners and operators, and that the Commission would support member states as requested. The EPCIP encouraged each member state to draw up a national CIP program, based on the process and approach used for ECIs, to protect the NCIs located in its respective national territory. According to the EPCIP, the national programs should address: (1) the identification and designation of NCIs based on the geographic extent of damages and the severity of consequences resulting from the disruption or destruction of these infrastructures, (2) the identification of geographic and sectoral interdependencies, (3) the establishment of dialogue with the owners and operators responsible for protection of NCIs, and (4) the development of contingency plans as needed. To some extent, elements of these national CIP programs are still under development since, under its practice of continuous improvement, the EU aims to consolidate collective results and then set new objectives and thresholds for success as the overall maturity of CIP allows.

2008: Identifying, Designating, and Protecting ECI

The year 2008 marks the next critical milestone in EU CISR policy. In this year, the EU Council Directive established the procedure to identify and designate ECIs and outlined a common approach to assess how to improve the protection of those ECIs. For clarity, the Council Directive defined an ECI as an infrastructure located in a given member state, the disruption or destruction of which would have a significant impact on at least two member states in terms of several crosscutting criteria, such as those that result

from cross-sector dependencies on other infrastructure sectors or systems. Figure 10-4 illustrates the step-by-step procedure for the identification and designation of ECIs and the common approach for their protection.

As anticipated, the Council determined to use the energy and transport sectors for the purpose of implementing the directive because these two sectors involved the most substantial connections, interdependencies, and transboundary effects—the key concepts established throughout the evolution of EU CISR policy since 2004. Concerning the sectoral criteria for identifying ECIs, table 10-1 describes the directive’s focus on the energy and transport sectors and their respective subsectors.

---


Table 10-1. ECI sectors and subsectors

<table>
<thead>
<tr>
<th>Sector</th>
<th>Subsector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>Electricity Infrastructures and facilities to generate and transmit electricity (supply of electricity)</td>
</tr>
<tr>
<td></td>
<td>Oil Oil production, refining, treatment, storage, and transmission by pipelines</td>
</tr>
<tr>
<td></td>
<td>Gas Gas production, refining, treatment, storage, and transmission by pipelines, including LNG terminals</td>
</tr>
<tr>
<td>Transport</td>
<td>Road</td>
</tr>
<tr>
<td></td>
<td>Rail</td>
</tr>
<tr>
<td></td>
<td>Air</td>
</tr>
<tr>
<td></td>
<td>Inland waterways</td>
</tr>
<tr>
<td></td>
<td>Ocean and short-sea shipping and ports</td>
</tr>
</tbody>
</table>

When applying the sectoral criteria to identify potential ECI, the directive foresees that member states would need to consider alternatives—those infrastructures or services that could function as backup options (such as alternate ports or LNG terminals)—if proposed ECIs are not available. The lack of a well-defined criterion for appropriate alternatives has effectively limited the number of identified ECIs and served as a work-around to avoid a designation.

After the sectoral criteria outlined above, the next step in identifying ECIs is to apply several crosscutting criteria. These criteria include: (1) casualties by the potential number of fatalities or injuries, (2) economic effects assessed by the significance of potential economic loss and/or degradation of products or services, including environmental effects, and (3) effects on the public in terms of the impact on public confidence, physical suffering, and disruption of daily life, including the loss of essential services.64 Finally, the last steps of the identification process require member states to apply the definitions of critical infrastructure and ECI and the transboundary criterion to determine which infrastructures, if disrupted or destroyed would have a significant impact on at least two member states.

The formal ECI designation process is more political in nature than technical since it implies the cooperation of the EU member states with the member state on whose territory the ECI is located making the final decision. Such procedure in the initial phase of the application of the directive led
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to several failures to designate ECIs. These failures were due to several factors, including: (1) insufficient cross-border CIP cooperation between member states, (2) certain member states’ unwillingness to put additional pressure on critical infrastructure owners already engaged in national security projects, and (3) the requirement for designated ECI to prepare an operator security plan (OSP) and appoint a security liaison officer.

Among these reasons, the need for proper security management through the OSP and an appointed security liaison officer are essential elements of the process to protect ECI. Based on a risk-driven approach derived from basic international standards on risk management, the OSP consists of three key steps: (1) identify the critical infrastructure’s vital processes and assets that ensure functionality, (2) conduct a risk analysis based on threats, vulnerabilities, and possible impacts, and (3) develop, prioritize, and employ control measures to mitigate risk and enhance overall protection. Figure 10-5 provides an overview of the purpose and key steps of the OSP.

![Figure 10-5. Approach for developing an operator security plan](image)

### 2013: EPCIP 2.0—A New Approach

Since the inception of its first collective CIP efforts, the EU’s approach has been one of steady progress aimed at incrementally improving the framework over time and highlighting the respective focus areas for the EU, member states, and critical infrastructure owners and operators. Although the initial steps of the European journey embraced terrorism and
protection as the main priorities, relevant stakeholders eventually came to recognize the importance of topics like the all-hazards approach, resilience, and cybersecurity. When the EU began pursuing collective CIP efforts in 2004, the member states did not share a common framework or approach, and their CIP capabilities were at very different levels. By taking these realities into consideration, the EU calibrated its efforts to avoid overwhelming member states that were updating their respective CIP frameworks, strategies, policies, and procedures—sometimes from scratch.

By 2013, EU institutions and member states recognized they had collectively achieved an acceptable level of CIP maturity and should consider the introduction of new EU-wide policies and objectives to enhance CIP. In this spirit of continuous improvement, a series of EU-level discussions led to the EU advocating the initial elements of a new concept: the resilience of critical infrastructure. The embrace of resilience as a formal concept first appears in the EU Commission’s Staff Working Document (SWD) 318, which focused on a new approach and more practical implementation of the EPCIP. SWD 318 began with the premise that ensuring a high degree of protection of EU infrastructures and making them more resilient to all hazards and threats can minimize the consequences of loss of services across Europe.65

In addition to the topic areas previously covered under the EPCIP, SWD 318 called on member states to consider and integrate prevention, preparedness, and response into their national approaches. These three areas formed the pillars upon which the Commission desired to build future initiatives after consolidating the achievements to date under the EPCIP. These initial elements of the path toward a resilience-based approach provided a new way for the member states to interpret and implement the EU’s framework for critical infrastructures. In this way, SWD 318 effectively marked the EU’s shift from critical infrastructure protection (CIP) to security and resilience (CISR) because it asked member states to extend their efforts beyond only preventing attacks to also taking the necessary steps to prepare for such attacks and develop the capability to respond to and recover from them as quickly and smoothly as possible.

2016: Directive on Network and Information Security

Consistent with its continuous improvement mentality, the EU took a major step forward to improving the cybersecurity of critical infrastructures in 2016 when the European Parliament and the Council published its directive on network and information security (NIS). By 2016, member states had already been focusing on cybersecurity issues and adopting measures to mitigate risks in the cyber domain in their national frameworks. After all, the 2008 Council Directive anticipated the need to include sectors other than just energy and transport, specifically citing the information and communication technology-sector as one of these areas of emerging interest.66 Similar to the 2008 Council Directive on ECIs, the central objective of the 2016 NIS directive was to harmonize the identification and designation phases, including the path to achieve better security of network and information systems and the provision of mechanisms to foster qualified and effective cooperation among member states.67 The NIS directive, however, applied a dramatic change to understanding and enhancing CISR because it proposed an approach focused on essential services instead of critical infrastructures. The rationale for this decision was to differentiate the pillars of physical security (critical infrastructures) and cybersecurity (essential services) while also signaling clearly the need to focus on protecting the services that rely on network and information systems.

As under the ECI Directive, the designation phase for network and information systems relies in part on a sectoral approach. While the ECI Directive only covered the energy and transport sectors, the NIS Directive expanded its focus to include seven sectors: energy, transport, water, banking, financial-market infrastructures, health care and digital infrastructures. The wider range of sectors included in the NIS Directive indicates how member states’ commitment to CISR efforts has grown since the Council published the ECI Directive in 2008.

The NIS Directive aims to improve the overall level of security of network and information systems across the EU. In practice, this objective means network and information systems can resist any action that “compromises the availability, authenticity, integrity, or confidentiality” of stored, transmitted, or processed data as well as any services those systems may offer or enable.68

To achieve this objective, the NIS Directive addressed these vital areas: (1) member states’ preparedness through means such as developing a national NIS strategy or creating computer security incident response teams (CSIRT), (2) enhanced cooperation among the member states via the Cooperation Group, (3) an improved EU culture of NIS security, (4) the adoption of security measures to mitigate risks to systems, and (5) the development of a mechanism to notify national authorities of NIS security incidents.\textsuperscript{69}

Given the NIS Directive’s focus on essential services, it proposes a procedure to identify which entities meet these qualifications. Entities that qualify as operators of essential services are those that: (1) operate in one of the seven sectors outlined above, (2) provide a service essential for the maintenance of critical societal and/or economic activities, (3) depend on network and information systems to provide these services, and (4) would face significant disruptive effects on their ability to provide these services in the event of a NIS security incident.\textsuperscript{70} To define the term significant disruptive effects, the directive outlines several cross-sectoral factors to consider, such as the number of users who rely on the service, the extent to which other sectors are dependent upon the service, the impact that incidents could have on the economy, society, or public safety, and the geographic area that could be affected by an incident. Additional considerations are the entity’s market share of the service provided and its importance for maintaining a sufficient level of the service when taking into account alternate means.\textsuperscript{71}

Beyond outlining the process for identifying and designating operators of essential services, the NIS Directive also establishes several security requirements. First, operators of essential services should take appropriate and proportionate measures to manage the risks to their NIS security. Next, operators should take steps to prevent and minimize the impact of incidents affecting their NIS security and seek to ensure continuity of these essential services. Lastly, they should notify the competent national authority or the CSIRT of incidents that seriously impact the continuity of their services and provide information that enables these authorities to determine any cross-border impacts that may have resulted.\textsuperscript{72}

During the preparation of the final text of the NIS Directive, stakeholders intensely debated the requirement for incident notification
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because it effectively created a new kind of social contract between operators and member-state governments. Such a notification mechanism cannot achieve its full potential without the cooperation of operators and the appropriate response measures governments undertake to minimize the effects of the incident. Governments can improve prevention, preparedness, and overall security only when they have timely access to vital information regarding incidents.

In this way, the NIS Directive proposes an unprecedented effort, especially in its establishment of the Cooperation Group and the CSIRT network. The Cooperation Group—comprised of representatives from the member states, the Commission, ENISA, and other relevant stakeholders as required—serves to exchange NIS security information and best practices, discuss levels of capability and preparedness, and provide strategic guidance to the CSIRT network. Similarly, the CSIRT network—consisting of member states’ CSIRTs and the EU’s computer emergency response team, with the Commission in an observer role and ENISA as the secretariat—exists to deepen confidence and trust between member states and promote effective operational cooperation in NIS security. Together, these two entities take pivotal actions to address both the strategic and tactical domains of cybersecurity while also enabling prompt and effective information sharing across the EU and between the public and private sectors.

The promulgation of the NIS Directive represents the EU’s first full cycle of efforts to address the physical security of critical infrastructures and the cybersecurity of the essential services they provide. Since 2016, member states’ commitment in these domains has been growing consistently. The EU’s pursuit of an impact assessment and public consultation on the NIS Directive, despite its relatively short existence, is one example that demonstrates this commitment. The next section will build on this theme of continuous improvement in EU CISR policies and practices.


December 16, 2020, should be included among the landmarks of the EU’s CISR history because the Commission published two proposals for new CISR-related directives on this date. With the release of these
two proposals, the EU opened a new cycle aimed at drastically improving security in the physical and cyber domains of critical infrastructures and the essential services they provide. First, the Commission submitted a proposal to the European Parliament and the Council to repeal the original NIS Directive and adopt an updated version—the so-called NIS 2.0—that brings further improvements, especially in ways to facilitate cooperation.\footnote{EC, \textit{Proposal for a Directive of the European Parliament and of the Council on Measures for a High Common Level of Cybersecurity across the Union, Repealing Directive (EU) 2016/1148} (Brussels: EC, 2020), https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=72166.} Second, the proposal for a directive on the resilience of critical entities proposed a recalibration of the focus on physical security, which was still governed by the 2008 ECI Directive and therefore considered obsolete and too limited in scope since it only covered the energy and transport sectors.\footnote{EC, \textit{Proposal for a Directive of the European Parliament and of the Council on the Resilience of Critical Entities} (Brussels: EC, 2020), 1–2, https://ec.europa.eu/home-affairs/system/files/2020-12/15122020_proposal_directive_resilience_critical_entities_com-2020-829_en.pdf.} With this double proposal, the Commission sought to harmonize its efforts in the domains of physical security and cybersecurity as well as its processes for identifying and designating essential services and critical entities, which were previously covered by two different directives.

This harmonization also constitutes a major step forward in improving the scope and nature of the EU CISR policy framework, with a new focus on enhancing security and resilience but still based on cross-sector and cross-border interdependencies. With the proposal for a resilience directive, the Commission’s intent was to propose an all-hazards framework to increase the ability of critical entities “to prevent, resist, absorb and recover from disruptive incidents, no matter if they are caused by natural hazards, accidents, terrorism, insider threats, or public health emergencies” like the COVID-19 pandemic that has challenged the EU and the rest of the world since early 2020.\footnote{EC, \textit{Resilience of Critical Entities}, 14.} The proposal for a directive on resilience would expand the sectoral scope to include 10 sectors: energy, transport, banking, financial-market infrastructure, health, drinking water, wastewater, digital infrastructure, public administration, and space.\footnote{EC, \textit{Resilience of Critical Entities}, 15.}

To enhance the EU’s collective CISR posture, the proposal includes specific measures to improve organization and oversight at the EU level and requirements for member states and critical entity operators to minimize vulnerabilities and ensure continued services.\footnote{EC, \textit{Resilience of Critical Entities}, 10–12.} Specifically, the proposal
would require member states to have a strategy to ensure the resilience of critical entities, to conduct a national risk assessment, and to identify critical entities based on this risk assessment. The resilience proposal would also compel critical entities to conduct their own risk assessments, take appropriate technical and organizational measures to boost resilience, and report any disruptive incidents to their respective national authorities. At the EU level, the proposal would create oversight mechanisms, including advisory missions organized by the Commission, for critical entities providing services to or in at least one-third of member states. The Commission would offer different forms of support to member states and critical entities, such as an EU-level risk overview, best practices, methodologies, cross-border training activities, and exercises to evaluate the resilience of critical entities. Finally, the proposal would create the Critical Entities Resilience Group, comprised of experts, to facilitate regular cross-border cooperation to implement the directive.

The future of the EU CISR policy framework is at a critical juncture, as the European Parliament and the Council will likely issue these two directives by 2023 after discussing, negotiating, and updating the language put forth in the proposals. Initial indications suggest the process of negotiation will preserve most of the provisions envisaged in the proposals because the EU clearly needs to adopt these new measures to address the current and upcoming challenges pertaining to critical infrastructures, essential services, and critical entities.

**EU’s Future: Continuous Improvement and Adapting to New Threats**

With the introduction of the NIS 2.0 and critical entity resilience directives in 2020—and their expected acceptance and implementation in the near future—the EU will have established an innovative, comprehensive, and inclusive framework that will prepare the member states to face the challenges to their critical infrastructures in the years to come. All the work conducted to improve security and resilience against physical and cyber threats will also pave the way for helping the EU and its member states prepare for and respond to hybrid threats, which pose a significant, complex, and concerning challenge for the EU. See chapters 2–4 for an overview of each of these types of threat.

Since 2016, the EU has been increasingly active in understanding the nature of hybrid threats and adopting measures to better prepare for and counter them. In particular, the Commission published two relevant proposals: (1) the *Joint Framework on Countering Hybrid Threats* in 2016 and (2) the 2018 *Joint Communication on Increasing Resilience and Bolstering*
More recently, in November 2020, the EU Commission’s Joint Research Centre, together with the European Centre of Excellence for Countering Hybrid Threats, published a conceptual framework which describes the components of hybrid threats in terms of threat actors, their objectives, and their tools, as well as the domains they seek to compromise and the distinct phases of action in targeting these domains. This conceptual framework for hybrid threats constitutes another pillar of the recent innovations incorporated into the EU’s CISR framework and already enables the member states to take initial steps to address the ever-evolving threat.

The timeline of the events described in this section on the EU provides an overall snapshot of the evolution and the current state of European CISR policies and practices. Consistent with its mentality of continuous improvement, the EU since 2004 has focused on adapting to address emerging threats, pursuing incremental changes, and allowing member states sufficient time to adopt and implement each improvement at their respective national levels. The EU approach has ensured a secure environment in which each critical infrastructure stakeholder has been able to discuss the most important matters, share information, become more familiar with the CISR efforts of other nations and within other sectors, get access to various best practices, and ask for bilateral or multilateral support as necessary. In this way, the EU’s adaptive and comprehensive CISR framework puts the EU and its member states in a strong position to deter, prevent, reduce the consequences of, respond to, and recover from a broad array of threats to critical infrastructures and entities in the years to come.

Information and Intelligence Sharing
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Information and intelligence sharing are essential to the success of any critical infrastructure security and resilience (CISR) effort across the North Atlantic Treaty Organization because no single entity holds all the information necessary to fully understand:

- Threats—including intent, capability, and tactics, techniques, and procedures (TTPs)—from nation states and non-state actors, such as terrorists and criminals
- The vulnerabilities of infrastructure systems to those threats
- The far-reaching primary and cascading impacts of the degradation or loss of critical infrastructure, including dependencies and interdependencies across infrastructure facilities and sectors
- The most effective mitigation strategies against constantly evolving adversary TTPs

Given the complex and evolving information necessary to promote CISR, it is fundamentally important that the key infrastructure stakeholders endeavor to share information to fully understand comprehensive infrastructure risk so that they can determine the most efficient and effective means to mitigate these dangers. This process involves building trust, shared and practiced communications methods, and structured, multidimensional sharing.
Information-sharing Foundational Concepts

Effective information-sharing programs must be tailored to the legal, cultural, and social environments in which they operate. There is no “one-size-fits-all” approach to information sharing, but successful programs should consider how to incorporate the following foundational concepts of information sharing: value-added partnerships, the importance of trusted relationships, multidirectional sharing, and getting timely information to those who can act on it. This section will provide greater detail into each of these foundational concepts and conclude with a discussion on factors that can act as disincentives or barriers to sharing information, which successful information-sharing programs must take into account and strive to overcome.

Value-added Partnerships

Perhaps the most critical concept in building and maintaining an information-sharing program is that it provides information of value to all the participants. To make the necessary investments in personnel and processes, and to be willing to share otherwise potentially sensitive information, members of an information-sharing group must be incentivized to continue participation, typically by ensuring that all participants have something to gain from the exchange of information. Information-sharing arrangements that are imbalanced risk losing participants who perceive no value in the investment if they are not receiving information of use. This point does not imply that mutual benefit is always balanced in the short term or even the long term, but without a clear reason for all participants to continue, programs will naturally decay over time.

In the most effective form of the value-added partnership, all participants develop and share information within their core area of expertise while benefiting from the expertise of others. Governments excel at collecting and maintaining large data sets of statistical or geospatial information. Military, law enforcement, and intelligence organizations often have the best (or the only) insight into adversary intentions and planning, while infrastructure operators maintain a deep understanding about the vulnerabilities and interdependencies that underpin systemic risk to the complex systems and processes they design and operate.
Intelligence, Information, and Data

While intelligence collection and information analysis lie beyond the scope of this chapter, there are two key concepts important to information-sharing frameworks. The first factor is the assessed credibility of information to be shared. Particularly when creating intelligence products about potential adversaries, information may be difficult to obtain and the adversary may seek to intentionally mislead such efforts. The second factor is the extent to which raw data must be analyzed and contextualized into information and intelligence to enable decision making and action.

These concepts are relevant to information sharing in critical ways. Robust information-sharing networks can greatly facilitate both credibility assessment and contextual analysis of raw data. But perhaps most importantly, accurate communication of the credibility and degree of analysis within a shared product is essential in building and maintaining the trust of recipients; there may be good reasons to share low-confidence or raw information, but it should always be communicated as such.

Importance of Trusted Relationships

Whether in a one-on-one conversation or a large, process-driven organization, the willingness to share information is related to the level of trust among the participants. Information that is of value is almost always of its nature sensitive to the holder of that information. Sharing may jeopardize the sources and methods by which it was developed, reveal strengths or weaknesses of a critically important facility or process, or allow information to be misused to build or erode competitive advantage. To overcome these sensitivities, participants in an information-sharing exchange must trust that recipients will use shared information for its intended purpose and will protect shared information from subsequent exposure or misuse.

Perhaps the most basic step in building levels of trust is to establish relationships ahead of time. Information-sharing circles should be established in steady state blue-sky conditions so that the participants and the organizations can get to know each other, group norms can be established, and basic processes can be developed, honed, and ingrained. Establishing these relationships early allows for time to identify and engage all the appropriate participants in each information-sharing group. With participants identified, mechanisms can be developed to share contact information so that information can be exchanged via e-mail, online forums, and through group meetings (in-person or virtual) as appropriate to the participants and the type
of information being shared. Regular engagement also ensures participants learn each other’s professional jargon and facilitates rapid exchange of mission information in later situations when time may be of the essence. Finally, this blue-sky engagement allows for establishing processes, templates, and information-sharing rules that are critical to share information rapidly, effectively, and securely.

**Multidirectional Sharing**

To implement the two preceding concepts fully, an information-sharing regime must allow for, and even encourage, multidirectional information sharing. While any sharing arrangement may have times when the one-way flow of information is necessary—for example, governments may hold military, intelligence, or law enforcement information not in the public domain that is vital to infrastructure owners and operators—programs that are effective in the long term incorporate bidirectional information sharing. Information sharing cannot be limited to simply what government “pushes” to industry or programs that solely rely on industry to provide information—such as infrastructure vulnerabilities or suspicious activity related to their facilities or systems—to government partners without receiving information of value in return.

Multidirectional sharing goes even further than just two-way sharing between government and industry. At a foundational level, a government must work out how it shares information within itself (agency to agency) as well as across jurisdictions, from national to regional to local governments. Similarly, industry should examine available methods to share security information among various companies and across organizations within these companies. This multidirectional sharing often happens informally in cybersecurity circles as information security professionals leverage their personal networks and at the local levels among physical security professionals. As important as these methods are, however, they should not be relied upon as a substitute for more repeatable, formal, and survivable processes. Commercial providers of threat and risk information, particularly in the cyber realm, are increasingly vital in ensuring critical infrastructure operators are sufficiently informed of evolving threats.

To enable multidirectional sharing fully, participants must determine and follow norms regarding how shared information may be used, repackaged, combined with other elements, and disseminated without compromising any restrictions on sharing from the original provider of the information.
Timely Information to Those Who Can Act

Whether it is destined for the security guard at a facility gate in advance of a potential terrorist attack, a firewall administrator responsible for blocking potentially dangerous Internet traffic, or a first responder who can track down a suspicious person conducting possible surveillance of critical infrastructure, information is often extremely time-critical, particularly operational counterterrorism information. Given this time pressure, it is crucial to develop and improve processes constantly to speed the flow of information and get actionable information to those who will use it.

Speeding the flow of information requires careful analysis of every step in the intelligence- and information-sharing process. A common framework to evaluate a comprehensive intelligence process includes tasking, collection, processing, exploitation, and dissemination of information. While the first four steps in this process may also offer significant chances to decrease the time required to get information to recipients, this chapter primarily focuses on dissemination. Within the dissemination process, organizations should build procedures that push authority to release information to the lowest possible level. For highly time-sensitive information, this step may necessitate providing release authority to a watch operation center that runs 24 hours a day, seven days per week. Information shared on a recurring basis should have preestablished templates and formats known in advance so those who send the information and those who receive it can do so as rapidly and efficiently as possible. Within cybersecurity sharing efforts, these templates should also include machine-readable formats. Finally, information-sharing participants should develop a common syntax and lexicon to facilitate rapid communication and understanding.

While getting information pushed out quickly is important, it is only part of the solution. The receiving organization needs to have procedures established to further route information to those within the group who will actually use it (if the initial recipients are not those who will act on the information). At the same time, transmitting organizations need to be careful not to overly classify or otherwise restrict how information can be further shared and disseminated. For example, passing classified or restricted information to a single cleared point of contact at a company may be of limited value if the information cannot then get to those who will ultimately take action. When sharing information with the private sector, this often means critical information should be at the lowest possible classification level or at a minimum have a “tear line” that conveys the most essential elements of information with the fewest restrictions. The blue-sky foundations
noted above enhance both the speed of information sharing and the standardized procedures that ensure information is shared in an actionable format to the right people at a critical infrastructure facility who can use it.

**Information-sharing Disincentives**

Any comprehensive discussion of information sharing must also address factors that deter or discourage information sharing. It is important to understand these natural disincentives and create programs and policies—including legislation or regulation where appropriate—that minimize their impact on the information-sharing environment.

The private sector has several potential disincentives to share information. In general, industry may be reluctant to share information voluntarily with the same government that is responsible for regulating the industry out of fear that sharing may invite enforcement action or encourage additional regulation. Antitrust or competitiveness law and regulation may preclude industry from sharing certain information with peers and competitors or even meeting with a group of competitors within the same sector. Industry may have concerns about voluntary disclosures that then become public and could create or exacerbate liability exposure by releasing nonpublic information later used in litigation against the releasing company. In some cases, laws or specific contract provisions may require that certain information is kept confidential, particularly customer proprietary network information or information related to health status. Industry may be reluctant to share perceived risks from other companies, such as supply-chain security concerns, due to defamation liability. For publicly traded companies, securities laws may limit public disclosure of material information about the company’s operations or risks. Finally, industry may be concerned that proprietary information will fall into the hands of competitors, thereby damaging a company’s position in the marketplace.

Government partners also have information-sharing impediments. Information held by intelligence agencies about nation-state or terrorist threats is often highly classified or otherwise tightly controlled, and the penalties for disclosing this type of information are severe because such information can in turn expose sources and methods used to gather the information. Federal and local law enforcement agencies are also concerned about compromising sources and information sensitive to ongoing investigations, leading to a reluctance to share timely information, and creating a gap between law enforcement and the private sector. To correct these deficiencies, efforts should focus on building trusting relationships and establishing
mechanisms such as “tear-line” products to share information and intelligence without compromising ongoing investigations, law enforcement effectiveness, and intelligence community tradecraft. Governments often have limits to naming a person or company as a threat without due process of law. Additional obstacles to government information sharing vary widely: (1) government agencies may be limited by law or regulation in sharing of certain types of information; (2) agencies may be reluctant to share information that may reflect negatively on their operations or capabilities; and (3) potential political or public relations fallout may make some government agencies hesitant to share potentially controversial information.

Information-sharing Subcategories

While these foundational concepts apply nearly universally, there are some specific considerations when dealing with certain types of information sharing. This section will describe the more narrowly defined information-sharing subtypes separately as they may offer distinct benefits to participants or may be amenable to specific types of information-sharing programs.

Cybersecurity

Defending against cyber threats offers one of the clearest examples of beneficial multidirectional information sharing. Within industry, many companies already share information with other companies within the same sector and even across sectors. Network defenders talk to counterparts at other companies to share observations about new threats and their associated TTPs. Private companies develop critical information about new vulnerabilities and mitigations for ongoing cyberattacks and often share this information openly in an effort to prove their bona fides and solidify their place in the market for cybersecurity prevention and mitigation services.

A core element of cyber information sharing is identification of the digital signatures of malicious activity and other ways to detect bad actors. Since cyber threats move at the literal speed of light, machine-to-machine sharing of this data is essential to the concept of getting timely information to those who can act. Information regarding common or newly discovered vulnerabilities is often critical, especially when accompanied by ways to eliminate or mitigate the vulnerability. When newly discovered malware is observed in the wild, critical infrastructure operators also benefit from, and are critical contributors to, shared information on corrective response actions that are effective against that specific cyber adversary or intrusion set.
Finally, robust information-sharing regimes will ensure private-sector companies—particularly in the communications and information technology sectors—are willing and able to share their situational awareness of the cyber environment with government in ways that enable all parties to observe, identify, correlate, and counter adversary activities in a rapid manner. Companies in the information-technology and communications sectors often have the best visibility into the cyber ecosystem over a large range of issues.

**Physical Security**

Organizations responsible for defending against terrorist attacks and other physical threats also benefit from robust information sharing. As adversary TTPs evolve, it is vital infrastructure defenders learn these new threats and then develop the most effective mitigations against them. Similar facility types often benefit from sharing best practices on defensive measures and benchmarking, a sort of comparison that can help identify where a facility’s physical security posture is not as strong as its peers. Ensuring a baseline defensive level helps facilities from being singled out as the easiest or softest target. Since many critical infrastructure operators constantly observe the areas around their facilities, their vigilant observation and reporting may help identify suspicious activity or pre-attack planning. Reporting suspicious activities (such as photography of perimeter defenses or unmanned aerial vehicle overflights) may indicate ongoing surveillance or planning activity. Regular information sharing may help identify an adversary team operating in a region and surveilling multiple facilities to select a target. Military, law enforcement, or intelligence services may have the best information available regarding the TTPs of potential adversaries through battlefield observation, group infiltration, or intercepts of planning activity. Sharing these TTPs with critical infrastructure owners and operators will enable them to understand the potential consequences of new attack methods and develop appropriate countermeasures.

**Risk Analysis and Mitigation**

Government and industry partnership is essential to understanding risks to critical infrastructure and informing both public and private investments to mitigate these risks. Without industry insights, it can be extremely difficult for government planners to understand the vulnerabilities of highly complex infrastructure facilities or the consequences of various attacks on them, whether in the physical or cyber domains. Even more challenging is gaining a full appreciation of the cross-sector dependencies and interdependencies—
the critical connections that can increase or mitigate risks. See chapter 12 for an overview of the nature of interdependencies and of using a system of system approach to enhance resilience. Good information sharing can greatly contribute to mutual appreciation of common vulnerabilities, which can serve to identify areas for industry action, government research and development, or other mitigation measures. Recent events have placed a spotlight on supply-chain risks for both physical hardware and critical software. Shared government and industry analysis and data sets can help uncover potential risks within both physical and cyber supply chains from complex cross-sector relationships, physical or virtual chokepoints, and concentration of critical industrial sources in a single supplier, country, or region.

Information-sharing Regimes and Programs

This section describes a range of existing information-sharing regimes currently in operation in the United States and Europe. Many of these programs are designed to maximize the benefits or address the disincentives described earlier in this chapter. While some of these programs overlap areas of responsibility—because information sharing can be highly dependent on relationship building—it can be beneficial to have a range of programs which provide “defense in depth” and help ensure broad dissemination of crucial information.

In the United States, the Department of Homeland Security (DHS) is charged with coordinating CISR efforts.¹ Working with other federal departments, DHS operates a range of programs and initiatives intended to build a robust public-private voluntary partnership founded on information sharing. This section will briefly introduce four types of these programs, the first of which is the Critical Infrastructure Partnership Advisory Council (CIPAC). CIPAC is a legal framework that allows interaction between the government and critical infrastructure owners and operators, enables industry representatives to develop and share consensus recommendations with the federal government, and facilitates government and industry discussions on security and resilience topics in nonpublic engagements.² In countries where antitrust restrictions or disclosure requirements limit the government’s ability to meet nonpublicly with private companies individually or as a group,
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a framework such as CIPAC may facilitate forthright government-industry discussions necessary to solve security and resilience challenges.

A second information-sharing program is the Protected Critical Infrastructure Information (PCII) program. One major obstacle in government-industry information sharing is the general reluctance among private-sector companies to provide the government information that could later be used against them in regulatory or liability actions. To overcome this obstacle, the United States adopted the PCII legal framework. The PCII program protects information voluntarily provided by industry against use for regulatory purposes and disclosure under some “Freedom of Information” government obligations to disclose information to the public.3

Given that information held by governments regarding threats to critical infrastructure may well be classified, it is important to work through ways to share this information with industry to help prevent attacks or mitigate potential consequences. As noted above, the most important strategy to overcome this challenge is to develop processes to create tear-line products that can be shared at an unclassified level. This step is particularly important with any recommended protective measures so these measures can be shared within and across private-sector companies freely. In addition to using tear-line products, DHS has also adopted the Private Sector Clearance Program, which grants a limited number of clearances to private-sector personnel who are responsible for securing critical infrastructure facilities so classification issues do not hinder the government from sharing vital information when necessary. Since some information simply cannot be declassified, some Allies and partner nations may find it useful to pursue programs similar to this one.

While the previous programs apply to both cyber and physical information sharing, a fourth type of program—cybersecurity information sharing—has some unique characteristics that require specialized approaches to information sharing. Recognizing this need led the DHS to develop the Cyber Information Sharing and Collaboration Program, which enables timely exchange of unclassified threat and vulnerability information through trusted public-private partnerships.4 With cybersecurity information sharing, defining a common language and syntax is important, particularly if information sharing is to be done from machine to machine—


a critical capability given the speed at which new cyber threats proliferate. One such system is the Automated Indicator Sharing, which facilitates the exchange of machine-readable cyber threat indicators and recommended protective measures.\(^5\) This sharing capability uses open standards, such as the Structured Threat Information Expression for cyber threat indicators and defensive measures information, and the Trusted Automated Exchange of Indicator Information for machine-to-machine communications.\(^6\)

Similarly, the US Federal Bureau of Investigation (FBI) coordinates several additional information-sharing programs, including the three examples discussed here. The first program is the Joint Terrorism Task Force (JTTF) concept. When the FBI’s New York Division established the first JTTF in 1980, the task force—comprised of members from the New York Police Department and the FBI—enabled the sharing of vital information pertaining to bank robberies conducted by a terrorist group in New York. Given its success in addressing the need to share information and intelligence in support of these investigations, the JTTF concept proved valid for future use as well.

In 1998, the FBI formed a JTTF to begin security preparations for the 2002 Winter Olympic Games hosted in Salt Lake City, Utah. From 1998–2002, this task force focused its investigation on a right-wing, anti-Semitic group known as the Sons of Aryan Culture, which was operating a criminal enterprise throughout the Salt Lake City metropolitan area. The JTTF’s investigative efforts revealed the gang was developing plans to attack the Olympics, but over the course of four years, the JTTF was effective at dismantling this group and interrupting its plans to target the games. As part of the JTTF effort, over 100 leaders in the public-safety community received top-secret security clearances to facilitate the legal sharing of sensitive information and intelligence. This effort proved to be highly effective in countering terrorism threats to the Olympics and establishing an efficient and unified public-safety effort in support of this major event. Perhaps the most significant JTTF effort occurred after the 9/11 terrorist attacks when the JTTF included over 100 different groups and incorporated 5,000 local, state, and federal officers.

Notably, the scope of JTTF membership after 9/11 expanded and now can incorporate public-safety organizations within a given jurisdiction. The critical component of individual JTTF success has been the proven willingness
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to share intelligence and information among participating agencies. Members of the JTTF undergo extensive security background checks before being allowed to join a JTTF. Although costly and time consuming, the background checks and security clearances required of each JTTF member allow for coordinated interagency investigations and sharing of vital sensitive information and intelligence. JTTFs have a tremendously effective law enforcement mechanism for sharing information and sensitive intelligence and have greatly contributed to counterterrorism success in the United States since 9/11.

The second significant information-sharing program under the FBI is a geographically focused network for critical infrastructure information sharing known as InfraGard. The network provides a vehicle for public–private collaboration intended to expedite the timely exchange of information and promote mutual learning opportunities relevant to critical infrastructure defense. One of the program’s key strengths is the connection of local InfraGard chapters to the local FBI field offices. This geographic connection allows for blue-sky relationship building and the establishment of relationships based on mutual trust. During steady-state operations, InfraGard focuses on training and information sharing through webinars, unclassified threat briefings, and document sharing through a protected online portal. InfraGard operates around 80 chapters across most of the major US metropolitan areas and engages leaders, often at the facility level, who are on the “front lines” of infrastructure protection.

A third information-sharing program run by the FBI is the Domestic Security Alliance Council (DSAC). In contrast to InfraGard’s focus on building trusted relationships with operators at a local level, the DSAC provides an executive-level mechanism to enhance communication and promote timely and effective exchange of security and intelligence information between the federal government and the private sector. To accomplish this objective, the DSAC brings together senior government leadership from the FBI and DHS along with private-sector executives. The DSAC, formed in 2005, was modeled after the US Department of State’s Overseas Security Advisory Council, which works with the private sector to help ensure US private-sector companies operating overseas are aware of threats to international operations.

A range of programs in the European Union focus on sharing critical infrastructure security and resilience information for both cyber and physical
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security. The European Commission established one of the more recent programs on June 23, 2021, when it announced the establishment of the Joint Cyber Unit (JCU) to foster cooperation between the cyber communities across the EU institutions, agencies, bodies, and authorities in the member states. Specifically, the JCU aims to enhance cooperation and information sharing among the various resilience, law enforcement, defense, diplomacy, and private-sector entities—collectively, the users and providers of cybersecurity solutions and services—in response to the increase in major cyber incidents impacting citizens and businesses across the EU. To achieve its goals of facilitating an EU coordinated response, improving situational awareness, and guaranteeing joint preparedness, the JCU will develop capabilities over four planned stages of growth and is expected to become fully operational by mid-2023.8

One information-sharing program common in the United States and Europe is an Information Sharing and Analysis Center (ISAC), which is a critical infrastructure sector-specific organization to share information about threats and vulnerabilities. The EU Agency for Cybersecurity is a proponent of ISACs in Europe, and its cooperative models guide provides a comprehensive description of ISAC operations in Europe, including country and sector-specific models as well as internationally focused ISACs.9 In the United States, many infrastructure sectors and subsectors self-organize into an ISAC that meets the needs of the member companies. Some ISACs provide fee-for-service, while others closely coordinate and leverage government operations centers for information sharing. Some ISACs, such as the US Communications ISAC, are broad in scope and cover an entire sector, while others are highly focused, like the Downstream Natural Gas ISAC. ISACs can also coordinate to share information from ISAC to ISAC, enabling cross-sector information exchange to promote greater infrastructure security and resilience.

Information-sharing programs are by no means limited to those directed top-down from government agencies. Many of the most effective arrangements grow organically to meet the needs of participants linked by a common geography or similar operational environments. While federal government programs described earlier can be important to the overall information-sharing success, many programs have evolved without leadership,


support, or sometimes even involvement of a federal government. A variety of local, state, national, and international groups advance information-sharing capabilities for their members through operational support or simply defining templates, standards, and processes that facilitate information sharing.

For example, FIRST—an international partnership focused on bringing together cyber incident response and security teams—has documented a simple “traffic light protocol” that specifies how a given report or piece of information can be further shared or restricted. This system provides some degree of security to the sharer of information but also clarity to the recipients about whether and with whom the information can be shared. In the United States, state and local fusion centers promote law-enforcement information sharing across federal, state, local, and private sector communities within a given state or region. National and international professional associations, such as the Institute of Electrical and Electronics Engineers and the American Society of Civil Engineers, help share information about security and resilience of their respective infrastructures. Finally, industry groups often unite to share information on key topics of interest in critical infrastructure resilience, such as the Council to Secure the Digital Economy’s International Botnet and IoT Security Guide or the American Waterworks Association’s sharing of information vital to securing the water sector.  

Case Studies: Information Sharing in Action

This section briefly outlines several real-world examples of information sharing. Each case study will highlight one or more of the concepts and programs highlighted in the previous section.

Cyber Health Working Group: Public-Private Information Sharing

The Cyber Health Working Group (CHWG) was established in 2015 by the FBI Washington Field Office, the InfraGard National Members Alliance, the InfraGard National Capital Region chapter, and the Executive Partnership for Integrated Collaboration, a 501(c)(3) nonprofit in Charlotte, North Carolina. Using a simple Listserv technology, the CHWG provides a two-way, real-time information-sharing platform for cyber practitioners in the health care and public-health sectors. Members share best practices,

emerging threats and trends, and indicators of compromise. Since the group’s
inception, membership has grown from approximately 200 at the beginning
to more than 1,300 members.

Participants are InfraGard members at the intersection of the
information-security and health-care sectors who use a Listserv and online
portal to share information about risk, compliance, emerging threats,
and best practices in cybersecurity. As InfraGard is a public-private
collaboration program, the CHWG expressly includes members from both
the private and public sectors. The CHWG’s steering committee, comprised
of CHWG private-sector participants who represent multiple subsectors
of the health-care sector, provide basic governance for the group and set
the mission, scope, and parameters for membership. Among its various
private and public-sector members, CHWG’s mission is to develop, foster,
and facilitate a community comprised of cybersecurity-focused professionals
working in the health-care sector, those who have responsibilities (such as
physical facility cybersecurity) and those who can share real-time information
about risk, governance, threats, indicators, trends, and best practices.
Membership of the CHWG, as established by the steering committee,
is open to any individuals who meet the following criteria:

- Is a current InfraGard member or has an application pending
  with the local InfraGard chapter.
- Works in cybersecurity for an organization in the health-care
  sector or handles cybersecurity for a physical facility.
- Is at least partially responsible for cyber threat, risk,
governance, or compliance issues.
- Can access and potentially share threat information and/or
cybersecurity best practices.
- Does not have a role that is primarily focused on business
development or sales of products and services and will not
use the group to market or promote products and services.

The CHWG, according to the FBI’s Washington Field Office,
has aided the FBI in its mission by predicating cases, enhancing
ongoing investigations, identifying new victims of cyber intrusions,
and contributing to several intelligence products. For example,
during a recent cyberattack on a major health-care provider, the CHWG
identified the attack before the FBI’s 24/7 cyber operations watch center
and group members in multiple states shared substantive information and
identified other information-sharing networks that had relevant information,
including indicators of compromise. Following the success of the CHWG, additional working groups using the same model have been established for the commercial facilities sector (cybersecurity), the finance sector (cybersecurity), and the data center sector (physical security).

If You See Something, Say Something®

Originally implemented and trademarked by the New York Metropolitan Transportation Authority, If You See Something, Say Something® is a US national anti-terrorism outreach program licensed to the DHS. In partnership with the Department of Justice’s Nationwide Suspicious Activity Reporting Initiative, the DHS officially launched this campaign in July 2010 with the goal of raising awareness of the indicators of terrorism and terrorism-related crime and training law enforcement at the state and local levels to recognize these types of behavior and indicators.12 The Nationwide Suspicious Activity Reporting Initiative developed a standard process for documenting and analyzing the observations the campaign generates, and it routinely shares these reports with relevant FBI-led JTTFs for investigation and with state fusion centers for analysis.

Since its beginning, the If You See Something, Say Something campaign has been expanded to include states, counties, cities, and transportation entities (such as airports and mass transit, major entertainment venues and sports events, colleges and universities, private-sector businesses, and media outlets). Program partners promote the campaign as part of their larger safety and security plan using internal advertisements for employees (for example, in employee common areas, breakrooms, restrooms, and via e-mail) in addition to public-facing areas. Organizations that join the campaign have access to public-service announcements, educational materials, signage, and relevant and enduring social media content.

The campaign has been responsible for disrupting several terrorist plots and saving lives.13 One example is the case of Alexander Ciccolo of Adams, Massachusetts. The son of a Boston police captain, Ciccolo went by the name Ali Al Amriki and developed an admiration for the Islamic State


(Da’esh) terrorist group. Based on a tip from Ciccolo’s father, the FBI initiated an investigation during which Ciccolo was recorded talking about plans to engage in terrorist activity, inspired by the Islamic State (Da’esh), that involved filling pressure cookers with black powder, nails, and ball bearings. Following a July 2015 sting operation, Ciccolo was arrested and subsequently pleaded guilty to several charges, including attempting to provide material support to a foreign terrorist organization. In September 2018, he was sentenced to 20 years in prison and a lifetime of supervised release.

**Attack on the US Capitol: An Information-sharing Failure?**

On January 6, 2021, rioters attacked the US Capitol building in an attempt to disrupt a joint session of Congress during which members of Congress were to count the electoral votes for president and vice president of the United States and then announce the official results of the 2020 election. The attackers breached the Capitol building, vandalized and stole property, ransacked offices, attacked members of law enforcement, and threatened the safety and lives of elected US leaders. Capitol police officers, along with federal, state, and local law enforcement partners, reestablished control of the building, and the President of the Senate, Vice President Mike Pence, announced Joseph R. Biden Jr. and Kamala Harris as the president-elect and vice president-elect of the United States in the early morning hours of January 7. Tragically, seven individuals, including three law enforcement officers, lost their lives.

The US Senate investigated the security, planning, and response failures and critical breakdowns at various federal agencies, particularly the FBI, the DHS, and Department of Defense. The Senate investigation documented a number of failures that set the stage for the breach of the Capitol. Of interest here, the report specifically highlighted two information-sharing failures as being significant to the overall failure to protect the Capitol.

First, the Senate report found the federal intelligence community—led by the FBI and the DHS—failed to issue a threat-assessment warning of potential violence targeting the Capitol on January 6. The report
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documents how enforcement entities, including US Capitol Police (USCP) law, rely on the intelligence community to assess and communicate homeland security threats. While the FBI and DHS disseminated multiple written documents detailing the potential for increased violent-extremist activity and targeting of law enforcement personnel and government facilities and employees at other lawful protests throughout 2020, no such reports were released regarding the threats on January 6. Although online calls for violence at the Capitol were observed and assessed by the agencies, FBI and DHS officials stated that observed activity was possibly constitutionally protected free speech instead of actionable, credible threats of violence. In their testimony, officials from both the FBI and the DHS acknowledged the need to improve handling and dissemination of threat information from social media and online message boards. This first Senate report finding shows how disincentives—in this case a combination of unclear legal guidelines and concern for political second-guessing—can limit a government agency’s willingness to share information.

Second, the Senate report found the intelligence components within the USCP, which are responsible for generating their own intelligence analysis, did not convey the full scope of threat information they possessed. The report documented that—despite the lack of FBI and DHS Intelligence and threat information—USCP’s lead intelligence component, the Intelligence and Interagency Coordination Division (IICD), was aware of the potential for violence in the days and weeks ahead of January 6, based on multiple information sources regarding the large crowds expected to gather in Washington on January 6 and specific threats of violence focused on the joint session of Congress and the Capitol building complex. Even though IICD had the necessary information internally, it failed to incorporate this information fully into internal assessments about January 6 and the joint session. As a result, USCP officers and other law-enforcement partners did not have this critical information regarding threats of violence. This finding shows how damaging it can be when vital information is not shared with those who need it to take protective actions to mitigate risks and threats, and secure critical infrastructure.

Further, the Senate report asserts USCP’s preparations for the joint session suffered because of the decentralized nature of its intelligence components and lack of sharing across those elements.

On January 5, an employee in a separate USCP intelligence-related component received information from the FBI’s Norfolk Field Office regarding online discussions of violence directed at Congress, including that protestors were coming to Congress “prepared for war.” This report, which was similar to other information received by IICD and could have served as corroborating information, was not distributed to IICD or USCP leadership before January 6.17

This is an unfortunate example of the importance of multidirectional information sharing; had different components within the same structure been more effective at lateral information sharing, the outcome of the events on January 6 might have been very different.

**National Terrorism Advisory System**

Following the 9/11 terrorist attacks on the United States, the government determined a need for a standard way to share information regarding terrorism threats with the general US population. The first of these programs, the Homeland Security Advisory System (HSAS), was established on March 12, 2002.18 This program was intended to be a simple means to communicate threat levels and, as such, provided five basic color-coded threat levels (see figure 11-1).19 In addition to the threat levels, HSAS also provided recommended protective measures for federal agencies but, notably, not for state and local governments, the private sector, or the general public. The simple, preestablished color-coded system leveraged one of the key principals for information sharing, which is to establish templates and definitions in advance to facilitate quicker sharing of complex information.

However well-intentioned, HSAS fell victim to several pitfalls common to information-sharing programs. One of the primary issues with HSAS was that its warnings were vague and, for most users, came without specific actionable protective measures. As discussed earlier, information-sharing programs function best when they place timely, actionable information

in the hands of those able to implement protective measures. While HSAS changes were shared through a range of mechanisms, none of these were wholly satisfactory, and many users reported to congressional oversight committees their primary source for HSAS notifications was open-source news media. Raising HSAS levels often created significant costs for federal agencies, state and local responders, and the private sector as they implemented tighter protective measures. Those responsible for determining HSAS levels were therefore reluctant to raise the levels, while, at the same time, they did not want to lower the threat level only to be surprised by a hard-to-detect terrorist attack and be accused of letting down their guard at precisely the wrong moment. The net result was HSAS threat levels did not change very often; the guarded and low levels were never used, and the highest level (severe), was used only for three days but only specifically for inbound flights from the United Kingdom immediately following an attack there.20

![Homeland Security advisory system](image)

**Figure 11-1. Homeland Security advisory system**

In January 2011, DHS retired HSAS and replaced it with a new system, the National Terrorism Advisory System (NTAS). The new system eliminated the color-coded levels in favor of two specific products: elevated alerts that warned of credible threats and imminent alerts that warned of a near-term credible threat that suggested a need for immediate protective actions. Both types of alerts had a high threshold to prevent the overuse of the system, which might cause recipients not to take alerts seriously. This approach had a downside, however, as it precluded the sharing of lower-level information that did not meet these high thresholds, but could still be of use in defending

against threats. To fill this gap, DHS later added a new category of advisory, known as bulletins, to share information regarding “terrorism trends, events, and potential threats in those situations where additional precautions may be warranted, but where the circumstances do not indicate a threat against the United States of sufficient credibility, or specificity and credibility” to justify issuing an alert.\footnote{NTAS Frequently Asked Questions, DHS (website), n.d., accessed June 15, 2021, https://www.dhs.gov/ntas-frequently-asked-questions.} While NTAS has offered some substantive improvements, it has not entirely overcome the vagueness, lack of specific protective measures, and disincentives to use that hindered its predecessor.\footnote{Matthew Wein, “Back to Threat-Level Orange and the Need to Update the National Terrorism Advisory System,” Lawfare (blog), December 6, 2016, https://www.lawfareblog.com/back-threat-level-orange-and-need-update-national-terrorism-advisory-system.}

### National Special Security Events and Special Event Assessment Rating

Since major events—such as presidential inaugurations, the Olympic Games, the World Cup, and the Super Bowl—attract millions of spectators and worldwide attention or bring critical leaders together in one place, they demand special security considerations to protect against terrorist attacks adequately. In fact, several of these types of events have been the past targets of terrorist plots and attacks. In preparation for these events, host nations may designate such events as matters of national security and allow for special national funding, authorities, and resources—including information-sharing efforts—to assist in planning and operational requirements. In the United States, the federal government may designate certain events as national special-security events (when the president, foreign heads-of-state, or other dignitaries under Secret Service protection will be present) or assign a special event activity rating (when large crowds or symbolic events may elevate the threat and consequence of a terrorist attack).

As previously stated, trust is a critical element that must be developed for agencies and organizations to be motivated to share information and intelligence. Designating these major events provides the resources and focus necessary to allow agencies to interact, share jurisdictional planning and operational responsibilities, and develop trusting relationships through integrated, coordinated security and counterterrorism efforts.

CISR is key to the success of these major events because the security of the participants and successful execution of the event always rely on core
infrastructure services, such as reliable power, communications, transportation, and water. Building trust and coordinating operations between different critical infrastructure sectors require a close working relationship with the private sector, law enforcement, and security components. The inclusion of critical infrastructure owners and operators in the planning and operational coordination is no small feat, but such efforts develop the foundation for trust for all involved, encourage the sharing of information and intelligence, and ultimately assist in securing the critical infrastructure and, as a result, the event itself.

**Summary and Actions for Consideration**

Information-sharing programs will always present operational and policy challenges because so many of their elements hold internal tension and must therefore be constantly balanced. Sharing too much can result in information fatigue, but providing too little can mean critical knowledge does not get where it can be put to use. Similarly, shared information must find the happy medium between (1) reporting that is too exhaustive and therefore obscures the critical points in irrelevant data, and (2) superficial reporting that lacks sufficient detail to inspire confidence and allow for rapid and appropriate decision making.

As discussed throughout the chapter and drawn out in detail in the case studies, several keys to building effective information-sharing programs are listed below.

- **Build trusted relationships with the right partners.** The importance of trusted relationships to effective operational information sharing cannot be overstated. This trust often can be cultivated through regular contact during blue-sky or steady-state conditions. Built into this consideration is careful identification, recruitment, and cultivation of the critical members of an information-sharing community, namely, those who have critical pieces of information and those who can take action based on the information to be shared.

- **Establish the sharing norms within a community.** Community norms include: (1) guidelines or rules for use and further sharing of information received through the network; (2) a common lexicon and terminology, including thresholds and criteria for when and how to share information; and
(3) templates and formats for information-sharing products. These templates could be as specific as machine-readable cybersecurity message formats like STIX/TAXII or human-readable report formats that include critical information where recipients expect to see it.

- Evaluate the incentives and disincentives to share information and tailor programs to maximize benefits and minimize drawbacks for all participants. It is not sufficient to encourage information sharing and expect it to occur suddenly and naturally. Establishing an effective program requires understanding the different perspectives on incentives and disincentives different stakeholders hold and then devising specific programs to extend the advantages and limit the disadvantages.

- Consider the medium in which sharing activity will take place. Information-sharing mechanisms often involve tradeoffs, particularly between security and ease-of-use. Depending on the needs of a community, sharing could take place in person only; through multifactor authenticated online forums; through e-mails, phone calls, and texts; or by leveraging open-source news and broadcast media.

- Constantly reassess effectiveness. No information-sharing program perfectly meets the needs of its community, and even so, community needs evolve over time. Regular reassessment allows the chance to ensure sharing processes are as rapid as possible and that information is actually getting to those who can use it most.

To secure NATO critical infrastructure effectively against the full range of threats, including terrorism, decisionmakers in military, law enforcement, and owner-operator communities must collaborate to share the different puzzle pieces of information each may hold. Only through trusted sharing relationships in an established, secure environment will a comprehensive risk picture materialize. This process will allow risk-informed decisions about protective measures and resilience investments to drive more secure critical infrastructure.
Critical Infrastructure Interdependency Modeling and Analysis: Enhancing Resilience Management Strategies

Duane Verner

North Atlantic Treaty Organization member states and partner nations face significant challenges in formulating and implementing effective strategies to address the risks posed by natural, man-made (to include terrorist), and socio-technological hazards. Extreme weather events have the potential to cause massive damage to multiple sectors of infrastructure following a single storm.1 Disruptive effects have resulted from the mismanagement and lack of investments in infrastructure supporting lifeline community needs.2 Perhaps the most pressing of these challenges, climate change, poses significant threats to coastal communities as well as shifting environmental conditions across the world—such as temperature and precipitation—for which current infrastructure design and performance has not
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been adapted.\(^3\) The complexity involved in assessing these risks and managing the potential disruptive impacts of these events to critical infrastructure increases when considering the inherent interdependencies that exist between infrastructure assets and systems. Critical infrastructure assets operate in concert with one another. Catastrophic events can therefore cascade across these interconnected systems and hamper the ability of critical infrastructure operators to remain operational.

Policy guidance across disciplines, from homeland security principles to business continuity standards, reflects the importance of considering interdependencies to enhance the security and the resilience of critical infrastructure systems.\(^4\) The majority of these documents, however, do not comprehensively define methodologies to understand complex interactions among critical infrastructure and to support resilience management strategies.

In recent years, research and development in modeling critical infrastructure interdependencies has developed considerably. These approaches generally use systems engineering and safety engineering techniques.\(^5\) Applying these techniques to critical infrastructure systems, however, is challenging due to the difficulties associated with obtaining all the data necessary to run combined simulation models of multiple infrastructure systems.\(^6\)

To address these challenges, a system of systems service-oriented approach can help to establish the appropriate scope of an interdependency analysis and prioritize the specific assets and/or subsystems for which resilience-related information should be collected. Using this approach, analyses consider the high-level context—socioeconomic fragility, for example—of a given region, the characteristics of critical infrastructure assets providing resources to the region, and the capabilities of both the critical infrastructure and the

---


6. For additional information, see Megan Clifford and Charles Macal, Advancing Infrastructure Dependency and Interdependency Modeling (Argonne, IL: Argonne National Laboratory, 2016), https://anl.app.box.com/s/3t7mnesdajz1708xy9xo4vczj2qv1wom.
regional emergency management. By specifically addressing stakeholders’ requirements and building a collaborative environment, a flexible analysis framework can enable the development of a comprehensive and interactive resilience assessment of critical infrastructure interdependencies. This framework can also serve to integrate multiple areas of expertise—such as engineering, social sciences, business continuity, and emergency management—in a combination of top-down (system-level) and bottom-up (asset-level) approaches.

This chapter explores the potential of this analysis framework approach in the following five sections. The first section discusses the importance of considering interdependencies to improve the security and resilience of critical infrastructure systems. The next section provides a general overview of the main characteristics and dimensions of critical infrastructure interdependencies. The third section summarizes general approaches to model and assess critical infrastructure. The next section proposes a flexible critical infrastructure analysis framework to inform the development of resilience management strategies. The final section identifies elements to operationalize the consideration of critical infrastructure interdependencies for managing critical infrastructure systems. NATO Allies and partners can use the proposed analysis framework and complementary considerations for operationalizing its results to reduce the risks posed to critical infrastructure and to foster greater resilience through cross-sector collaboration.

**Risk, Resilience, and Interdependencies**

Analysts frequently identify risk and resilience as essential aspects in ensuring the continued safe operation of infrastructure in a cost-effective manner. Although some variation exists in the scholarship as to its definition, risk is generally the combination of the magnitude of a consequence—such as a loss following a disruption event—and the probability or likelihood of the consequence occurring. Stanley Kaplan and B. John Garrick first identified three key questions that could drive risk assessments. What are the problems that could occur in the system? What is the probability that those problems could occur? What would be the consequences of those occurrences? Risk management is a name for a wide range

---


of methodologies for operating and maintaining a system in a manner that yields an acceptable level of risk to all relevant parties, including the system owners, operators, and regulators. See chapter 13 for an overview of risk assessment and management strategies. Effectively assessing and managing risk requires the identification of potential adverse events that could result in consequences for the system and its users.9

Unlike risk, resilience does not have a universal definition in the scholarly literature.10 The definition of resilience varies by topic—economic resilience, critical infrastructure resilience, and social resilience, for example—and by object of analysis, such as community, infrastructure system, and infrastructure asset. Variations in the definition of resilience affect how decisionmakers measure and evaluate resilience.11 In their thorough literature review on resilience definitions, L. Carlson et al. identified two major schools of thought, with the primary difference being whether actions taken prior to the occurrence of an adverse event would be considered to enhance resilience.12 Nearly all literature defines resilience, in part or in whole, as the ability to absorb a disturbance and adapt to or quickly recover from the changes caused by the disturbance to resume functionality.13 Some literature further defines resilience as encompassing the ability to plan for, mitigate against, and withstand a hazard to reduce overall vulnerability and thus the likelihood of a threat or hazard causing a disruption.14 By considering a subset of these pre-event actions that are taken under the assumption that an adverse event is going to occur, Carlson et al. defined resilience as “the ability of an entity—asset, organization, community, region—to anticipate, resist, absorb, respond to, adapt to, and recover from a disturbance.”15

Risk and resilience are highly interrelated concepts; actions taken to reduce the risk of a system will likely increase the resilience of the system and vice

15. Carlson et al., Resilience Theory, 17.

These steps also necessarily implicate broader community and regional characteristics that the infrastructure serves. Infrastructure systems provide the commodities and services required by a population, either directly or indirectly. The seminal work on individual needs by A. H. Maslow conceptualized human needs as a pyramid with each of the lower levels serving as a foundation for higher-order development.\footnote{A. H. Maslow, “A Theory of Human Motivation,” Psychological Review 50, no. 4 (1943): 370–96.} At the most foundational levels, Maslow’s hierarchy describes the physiological and safety needs of individuals (such as water, food, sheltering, and security). These needs must be satisfied in order for individuals to find belonging, esteem, and self-actualization as matters of psychological development.\footnote{M. Joseph Sirgy, “A Quality-of-Life Theory Derived from Maslow’s Developmental Perspective,” American Journal of Economics and Sociology 45, no. 3 (1986): 329.}

A parallel construct that applies Maslow’s hierarchy to societal development may help to define the questions of greatest importance for community and regional decisionmakers in formulating resilience strategies.\footnote{For additional information, see M. R. Hagerty, “Testing Maslow’s Hierarchy of Needs: National Quality-of-Life across Time,” Social Indicators Research 46, no. 3 (1999): 249–71.} In this construct, various infrastructure systems (including water infrastructure, agricultural infrastructure, and emergency services) provide these basic societal needs.\footnote{For additional information, see Jochen Markard, “Infrastructure Sector Characteristics and Implications for Innovation and Sectoral Change,” Journal of Infrastructure Systems 17, no. 3 (2011): 107–17.} In turn, these infrastructure systems require services and commodities provided by other infrastructure systems. For example, water treatment infrastructure, which processes raw water into safe, potable water, requires chemicals (such as chlorine and fluoride) provided by chemical infrastructure. As such, chemical infrastructure producing water treatment chemicals indirectly supports the needs of individuals. The quality of infrastructure systems and the goods and services they provide may have a strong influence on the quality of life and strength of a society.\footnote{For additional information, see Gheorghe et al., Critical Infrastructures.}
Critical Infrastructure Interdependency Taxonomies and Concepts

The definitions of what constitutes a critical infrastructure are relatively consistent around the globe. Table 12-1 contains examples of critical infrastructure definitions used in the West.

<table>
<thead>
<tr>
<th>Country</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Physical facilities, supply chains, information technologies and communication networks, which if destroyed, degraded, or rendered unavailable for an extended period, would significantly impact the social or economic well-being of the nation, or affect Australia’s ability to conduct national defense and ensure national security.22</td>
</tr>
<tr>
<td>Canada</td>
<td>Processes, systems, facilities, technologies, networks, assets, and services essential to the health, safety, security or economic well-being of Canadians and the effective functioning of government.23</td>
</tr>
<tr>
<td>European Union</td>
<td>Asset or system that is essential for the maintenance of vital societal functions. The damage to a critical infrastructure, its destruction or disruption by natural disasters, terrorism, criminal activity, or malicious behavior, may have a significant negative impact for the security of the EU and the well-being of its citizens.24</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Those facilities, systems, sites, information, people, networks, and processes, necessary for a country to function and upon which daily life depends.25</td>
</tr>
<tr>
<td>United States</td>
<td>Infrastructure so vital that its incapacity or destruction would have a debilitating impact on defense and national security.26</td>
</tr>
</tbody>
</table>

Even if all these definitions were to recognize critical infrastructure as the main components supporting the well-being of the society, they would not reflect a consensus on which sectors comprise critical infrastructure. See chapter 1 for a discussion of the sectors generally identified as critical infrastructure.

infrastructure. Table 12-2 provides examples of the various ways in which Western countries organize and classify sectors as critical infrastructure.

<table>
<thead>
<tr>
<th>Country</th>
<th>Sectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>7 sectors: energy, water services, communications, transport, food chain, health, and banking and finance27</td>
</tr>
<tr>
<td>Canada</td>
<td>10 sectors: health, food, finance, water, information and communication technology, safety, energy and utilities, manufacturing, government, and transportation28</td>
</tr>
<tr>
<td>European Union</td>
<td>2 sectors: energy (that is electricity, oil, and gas) and transport (road, rail, air, inland waterways, and ocean and short sea shipping and ports)29</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>13 sectors: chemical, civil nuclear, communications, defense, emergency services, energy, finance, food, government, health, space, transport, and water30</td>
</tr>
<tr>
<td>United States</td>
<td>16 sectors: chemical, commercial facilities, communications, critical manufacturing, dams, defense industrial base, emergency services, energy, financial services, food and agriculture, government facilities, health care and public health, information technology, transportation systems, water and wastewater systems, and nuclear reactors, materials, and waste31</td>
</tr>
</tbody>
</table>

All these taxonomies include at least the lifeline sectors—energy, water, communications, and transportation—that support the physiological needs defined by Maslow. The diversity of characterizations of critical infrastructure sectors is symptomatic of the complexity of these systems and of their strong interconnections.

Critical infrastructure assets constitute a system of systems in which resources—namely goods or services—supplied by one network constitute the raw materials supporting the operations of other networks. Figure 12-1 provides a high-level example of interdependencies among lifeline infrastructure systems.32

29. “Critical Infrastructure,” EC.
30. “Critical National Infrastructure,” CPNI.
As illustrated in figure 12-1, interdependencies are characterized by the exchange of resources constituting both the inputs and outputs of different infrastructure assets. Therefore, understanding interdependencies existing within and among critical infrastructure systems involves characterizing the relative importance of upstream, internal, and downstream dependency categories. Figure 12-2 illustrates the interaction between a critical infrastructure and its environment.\(^\text{33}\)

\(^{33}\) Frédéric Petit et al., *Analysis of Critical Infrastructure Dependencies and Interdependencies* (Argonne, IL: Argonne National Laboratory, 2015), 9, https://doi.org/10.2172/1184636.
Critical Infrastructure Interdependency Modeling and Analysis

Chapter 12

The operation of a critical infrastructure system requires commodities and services provided by other infrastructure systems. **Dependency** can be defined as a unidirectional link between two infrastructure assets in which the service or commodity provided by the first asset to the second asset is necessary for operations of the latter.\(^{34}\) An **interdependency** can be characterized as a combination of two dependencies; it is a bidirectional link between two assets.\(^{35}\) In practice, understanding an interdependency requires understanding the two dependencies between the two assets comprising the interdependency.\(^{36}\) Figure 12-3 illustrates the concepts of dependency and interdependency.\(^{37}\)

---


The types of dependencies and interdependencies may be of a different nature and have specific characteristics. Several authors have developed taxonomies for infrastructure interdependencies. The classification developed by S. M. Rinaldi, J. P. Peerenboom, and T. K. Kelly, however, is the most comprehensive and the most widely used for critical infrastructure analysis. This taxonomy defines the four classes of dependencies listed in table 12-3.  

**Table 12-3. Dependency classes**

<table>
<thead>
<tr>
<th>Classes</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Operations depend on material output(s) of other infrastructure through a functional and structural linkage between the inputs and outputs of two assets.</td>
</tr>
<tr>
<td>Cyber</td>
<td>Operations depend on information and data transmitted through the information infrastructure via electronic or informational links.</td>
</tr>
<tr>
<td>Geographic</td>
<td>Operations depend on the local environment, where an event can trigger changes in the state of operations in multiple infrastructure.</td>
</tr>
<tr>
<td>Logical</td>
<td>Operations depend on the state of other infrastructure via connections other than physical, cyber, or geographical. Logical dependency is attributable to human decisions and actions and is not the result of physical or cyber processes.</td>
</tr>
</tbody>
</table>

Rinaldi, Peerenboom, and Kelly argue that these four classes are not the only characteristics to consider when assessing critical infrastructure dependencies. Table 12-4 lists several other dimensions that the assessment process must take into account.  

**Table 12-4. Dependency dimensions**

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating Environment</td>
<td>Characterize how external factors can influence infrastructure operations and connections</td>
</tr>
<tr>
<td>Coupling and Response Behavior</td>
<td>Characterize how an infrastructure would react to infrastructure connection disruptions or changes</td>
</tr>
<tr>
<td>Type of Failure</td>
<td>Characterize the propagation of consequences resulting from a disruption</td>
</tr>
<tr>
<td>Infrastructure Characteristics</td>
<td>Characterize the infrastructure organization and operation</td>
</tr>
<tr>
<td>State of Operation</td>
<td>Characterize the critical infrastructure state of operations</td>
</tr>
</tbody>
</table>

Enhancing the resilience of critical infrastructure requires a better understanding of the interdependencies among critical infrastructure assets and the influence of these interdependencies on the operations of different infrastructure systems. This level of understanding requires consideration of the categories, classes, and dimensions that characterize infrastructure dependencies and interdependencies. Integrating the characterization of infrastructure interdependencies into an infrastructure’s risk management process enables an understanding of how interdependencies influence all components of risk: threats, vulnerabilities, resilience, and consequences. Interdependencies can increase the intensity of man-made threats and natural hazards. They can also expand the set of facility vulnerabilities, which are those vulnerabilities that a facility may be unable to address effectively because interdependency elements are often outside a facility’s control. Interdependencies also influence mitigation and response capabilities. Finally, interdependencies are the main factor influencing propagation of consequences—cascading and escalating failures—across infrastructure systems and regions.

*Cascading failures* (or *domino effects*) represent the succession of disruptions within an infrastructure system and across infrastructure systems.\(^{40}\) For example, the failure of a transformer in an electric power distribution substation may make it impossible to operate the substation, and ultimately lead to a power outage in the substation service area. The loss of electricity will potentially impact other infrastructure assets located in this area and therefore affect the operations of their respective infrastructure systems. *Escalating failure* (or *snowball effect*) represents an increase of severity or time to respond to an existing infrastructure failure.\(^{41}\) For example, considering the dysfunction of the electric power distribution substation, if the loss of power affects the transportation system—such as dysfunctions of traffic control centers and traffic lights—these problems can result in a delay for the repair crew to access the substation to replace the failed transformer.

Even though research addressing critical infrastructure interdependencies started in the United States more than 20 years ago with the President’s Commission on Critical Infrastructure Protection, modeling, simulation, and visualization tools still perform at an intermediate analysis level.\(^{42}\)


Data collection and analyses generally operate in isolation to address first-order physical and cyber dependencies.  

**Critical Infrastructure Modeling**

Given the importance of critical infrastructure systems in supporting the needs and operation of communities, analyses of critical infrastructure systems are vital to ensuring the resilience and health of communities. Infrastructure interdependency assessments, however, can be analytically complicated, time consuming, and costly, which in turn can limit stakeholders’ abilities to understand and use this information to make risk-informed decisions.

Numerous infrastructure analysis methodologies have been developed to provide infrastructure owners and operators with various information. These methodologies—including infrastructure vulnerability, risk, and resilience assessments, infrastructure expansion studies, and infrastructure interdependency analyses—help inform infrastructure investment planning, business continuity planning, and operational decision making.

Generally, risk assessment and system engineering methodologies are also useful for analyzing critical infrastructure interdependencies. Examples of common methodologies for assessing infrastructure systems include:

- Network modeling and graph theory, including Voronoi or Thiessen polygons, Huff modeling, and cellular automata
- System of systems modeling, such as multilayer infrastructure network
- Simulation-based modeling, such as agent-based modeling

---

■ Economic modeling, including input-output modeling\textsuperscript{48}
■ Multi-criteria decision analysis\textsuperscript{49}
■ Game theory\textsuperscript{50}

Infrastructure interdependency modeling methodologies can be generally categorized as mathematics, geospatial, system dynamics, economics, or physics-based. Developed for specific types of critical infrastructure or for specific conditions, each of the modeling and simulation approaches presents advantages and limitations. These models, which can be deterministic or probabilistic in nature, may evaluate the performance of an infrastructure system at a single point in time (static) or over a given period (dynamic). Each infrastructure modeling methodology has advantages and disadvantages, including data requirements, assumptions, level of granularity, model complexity, and model development and execution times. No single model type is best for all types of infrastructure assessments. Rather, infrastructure analysts should weigh the advantages and disadvantages of different modeling methodologies against the needs of the stakeholders and limitations of the analysis when selecting an infrastructure modeling methodology.

Analysis of infrastructure systems conventionally occurs in a siloed manner, which means that directly modeling the assets within the infrastructure system is the basis for the evaluation of the system’s operation. If the traditional siloed approach considers dependencies and interdependencies, it is only in an indirect manner, such as via input models or explanatory variables informed by expert opinion, elicitation, or historical data. Assessing infrastructure in a siloed nature significantly inhibits a broader understanding of the dynamics between different infrastructure systems, including cascading and escalating failures and impacts to supply chains. By explicitly modeling dependencies using a system of systems approach, analysts can gain a better understanding of the interconnected operations of infrastructure systems, which may enable the identification of single points of failure that conventional siloed analyses may not identify. Recent works characterize interdependencies across infrastructure systems, but they generally focus on lifeline networks and require the support of organizations with research and development


\textsuperscript{50} For additional information, see Pengcheng Zhang, Srinivas Peeta, and Terry Friesz, “Dynamic Game Theoretic Model of Multi-layer Infrastructure Networks,” \textit{Networks and Spatial Economics} 5, no. 2 (2005): 147–78, https://doi.org/10.1007/s11067-005-2627-0.
capabilities.\textsuperscript{51} Furthermore, most of the existing methodologies focus primarily on physical interdependencies and, to some extent, on cyber dependencies; few works incorporate geographic or logical dependencies.\textsuperscript{52}

Approaches to infrastructure modeling typically fall into one of two categories: top-down or bottom-up. Top-down modeling approaches focus on the operation of the entire infrastructure system, and then estimate the performance and significance of infrastructure subsystems and assets based on the overall system dynamics. Bottom-up modeling approaches focus on the attributes and operation of the individual assets comprising an infrastructure system, and then estimate the overall operation of the system based on the performance of the individual assets. Top-down modeling may provide greater accuracy of the overall system operation with less detail on the functioning of individual assets within the system. Conversely, bottom-up approaches provide a high level of detail on the functioning of individual assets but provide less information on overall system operation. Combining top-down and bottom-up approaches can yield high levels of detail on the operation of both the overall system and the assets comprising the system.

A system of systems approach combining top-down and bottom-up assessments within and across critical infrastructure systems helps to establish the appropriate scope of interdependency analyses and identify specific security and resilience management strategies.\textsuperscript{53} Figure 12-4 illustrates how combining different analysis approaches can better characterize critical infrastructure interdependencies.\textsuperscript{54}


\textsuperscript{52} For additional information, see Petit et al., \textit{Analysis of Critical Infrastructure}.


Developing a systemic approach to move toward an advanced infrastructure analysis capability presents several challenges. These challenges include:

- Lack of understanding of infrastructure system operations and of the interactions existing between infrastructure systems.
- Lack of understanding of how infrastructure interdependencies affect the resilience of a region.
- Difficulty in combining simulation models originally developed in silos and specific to certain critical infrastructure systems.
- Difficulty in obtaining the data for running the simulation models. Some data are proprietary and some are unknown due to the lack of knowledge.

Promoting a collaborative approach based on trust and information sharing can overcome most of these challenges and the intrinsic complexities of critical infrastructure interdependencies.

55. Clifford and Macal, Advancing Infrastructure Dependency, 2–7.
Critical Infrastructure Interdependency Analysis Framework

The significance of critical infrastructure systems in supporting the needs of the public and broader communities and regions underlies the need for a standardized methodology for systematic assessments of infrastructure systems. Given the diversity of infrastructure systems and assets, and the breadth of infrastructure analysis methodologies, figure 12-5 proposes a generalized critical infrastructure interdependency analysis framework.

Identification of Key Stakeholders’ Needs

A starting point is to determine the key stakeholders, such as infrastructure system owners and operators, government agencies, nongovernmental organizations, and the public. Then, the first step in the critical infrastructure interdependency analysis framework is to identify the operational and organizational needs of these key stakeholders. Key stakeholder needs include both upstream dependencies, such as utilities providing critical resources, and downstream dependencies, including customers and other infrastructure systems that require the commodities or services provided by key stakeholders. Although dependency analyses generally focus on the impact of the loss of upstream dependencies, it is equally important to consider the impact of the loss of an infrastructure system on downstream users and the community and societal environment in which the system operates. Following a disruption event, the shifting needs of downstream users and the operating environment
can—and, perhaps, should—significantly influence the operation of key stakeholders’ infrastructure.\textsuperscript{56}

One of the primary goals of the framework is to provide key stakeholders the information needed to inform decision making for improving infrastructure resilience. As such, it is important to identify and delineate the decision-making process of the key stakeholders in order to identify the types and granularity of data requirements for informing stakeholder decision making. Part of this step involves initial stakeholder outreach and engagement in order to open lines of communication and garner support from key stakeholders and the critical infrastructure owners and operators managing infrastructure that are upstream dependencies of primary stakeholders’ infrastructure.

### Identification of Major Assets and Systems

Based on specific stakeholders’ needs, their desired level of information granularity, and the particular social systems and communities in which their infrastructure systems operate, the second step is to identify the relevant infrastructure systems and assets of interest. A key part of this step is the prioritization of the assets within the primary stakeholders’ infrastructure systems and within the infrastructure systems that are upstream dependencies of these systems. Prioritizing infrastructure assets and systems should reflect the expected impacts to the operation of the stakeholders’ infrastructure and to the downstream users and customers following the disruption or damage of the assets or systems. Part of the goal of this step is to guide the data collection process.

### Data Collection

The third step consists of collecting data on the prioritized infrastructure assets and systems in order to characterize the upstream and downstream dependencies of key stakeholders. Publicly available, open source datasets—published by governmental, nonprofit, educational, trade, research, and other nongovernmental organizations—are a good starting point for data collection. Infrastructure data collected by private organizations may be available for purchase in proprietary datasets. Restrictions on the use of these datasets, however, may prohibit the sharing of pertinent information and analysis results with key stakeholders, thus limiting the utility of the data. Before purchasing proprietary datasets, it is important to evaluate carefully the limitations on the use of proprietary data. Beyond combing public and proprietary datasets

for relevant infrastructure data, the collection process also involves requesting data directly from key stakeholders and the utilities that provide them essential commodities. Additionally, surveys, site visits, facilitated discussions, and structured interviews with key stakeholders are all viable means to collect data. Data of interest includes information on infrastructure vulnerabilities, dependencies, and operations, as well as information on the political and socioeconomic environment in which these infrastructure assets exist and operate.

**Infrastructure Analysis**

Once all pertinent data is collected, the next step is to evaluate the performance of infrastructure systems. The specific needs of the key stakeholders identified in the first step of the framework informs which type of infrastructure analyses to conduct in this fourth step. System-level (top-down) analysis methodologies can provide information on the operation of infrastructure systems and can assess the cascading failures in an infrastructure system following the disruption of assets within the system. Asset-level (bottom-up) approaches can assess the vulnerabilities and resilience of specific infrastructure assets. Combining system- and asset-level approaches enables assessment of the cascading and escalating failures across infrastructure systems following the disruption of infrastructure assets, and facilitates the identification of critical infrastructure assets to prioritize for resilience enhancements and investments.

**Definition of Resilience Strategies**

The fifth step of the framework is the development of strategies to address resilience deficiencies identified throughout all other steps of the framework. Resilience measures can address the vulnerabilities and dependencies of critical assets owned by key stakeholders and utilities. This final step seeks to propose resilience strategies applying at both asset and regional levels. When key stakeholders have a major vulnerability due to upstream dependencies, resilience strategies often involve evaluation of potential alternative or back-up capabilities as well as increased communication with the relevant utilities and infrastructure owners and operators. One of the primary objectives of this step is to disseminate important findings and proposed resilience strategies via out briefs, public forums, facilitated discussions, workshops, presentations, reports, and other communication methods.
Operationalization of Critical Infrastructure Interdependencies

In order to be effective, risk reduction efforts should target the broader enhancement of community or regional resilience, which requires the consideration of interdependencies within and across infrastructure systems. The proposed framework leverages classical risk management approaches and may appear simplistic for considering all elements—that is, categories, classes, and dimensions—characterizing critical infrastructure interdependencies. This simplicity is also a strength of the framework. Analysts are familiar with this specific assessment structure, and it provides sufficient flexibility to adapt the level of assessments to the users' needs and analysts' capabilities.

To be truly effective, the analysis framework requires:

- A working environment based on trust.
- Processes to deal with sensitive information.
- Community or regional coordination.

Developing trust among key stakeholders and analysts is necessary to promote a collaborative and multidisciplinary working environment. Diverse participation also enables the analysis to incorporate social, economic, and technical considerations. The process is fully effective when it considers all key stakeholders involved in critical infrastructure management and emergency management, including the public. Beyond developing trust, it is also important to adopt mechanisms to operationalize standards and policies that promote collaborative approaches and partnerships between critical infrastructure owners and operators and government representatives.

When the environment of trust is established, communication mechanisms must be implemented to maintain a balance between protecting sensitive information—from a business sensitivity and/or national security perspective—and providing key stakeholders, emergency managers, and government agencies necessary information to support resilience management strategies. See chapter 11 for a discussion of information and intelligence sharing principles involving key stakeholders. Understanding regional capabilities is paramount to the coordination of resilience strategies. Malevolent actors, however, can exploit infrastructure interdependencies information to create security vulnerabilities. By identifying system weaknesses and admitting
their system can fail, infrastructure owners and operators could also generate a loss of public confidence, potentially leading to serious economic ramifications.

Community or regional coordination is important for defining what constitutes an acceptable level of consequences, not only for the critical infrastructure assets themselves, but also for the entire area served by the critical infrastructure systems. Understanding critical infrastructure interdependencies and defining tolerable levels of disruptions is important to prioritize protection, mitigation, response, and recovery efforts. Securing critical infrastructure, especially in complex urban areas often targeted by terrorists, should focus on identifying and prioritizing potential failure points that would have the most severe consequences. Community or regional coordination, combined with criticality analysis, will help infrastructure system owners and operators and government agencies identify priority assets for in-depth security and resilience assessments, and inform resilience investment decisions.

**Conclusion**

Infrastructure interdependencies are important elements for NATO member states and partner nations to consider for managing critical infrastructure systems, enhancing their security and resilience, and maintaining societal functions. Several elements influence infrastructure interdependencies, from the different classes of dependencies to the characteristics of their socioeconomic environment. Even though modeling critical infrastructure interdependencies may appear overwhelming, it is possible to assess these complex and dynamic relationships by combining top-down and bottom-up assessment techniques in an adaptive and flexible analysis framework. Building on a collaborative process promoting information sharing and prioritizing critical infrastructure assets, the assessment framework can facilitate a better understanding of infrastructure operations and help stakeholders anticipate and prepare for potential cascading and escalating failures.

The objective of assessing critical infrastructure interdependencies is to go beyond traditional, isolated risk assessment and management approaches. The framework proposed in this chapter may help analysts to move toward the development of coordinated resilience strategies that integrate key stakeholder needs, diverse infrastructure data, and the combination of analytical techniques—including inter-Alliance modeling and stress testing—that will ultimately guide more effective decision making.
In light of the risks posed by the complex natural, man-made, and socio-technical hazards NATO faces, infrastructure interdependency analysis will equip member states and partner nations with a transdisciplinary and multidimensional understanding of how critical infrastructure operates. Leveraging this deeper understanding of how these infrastructure assets and systems work in concert—both under normal and stressed conditions caused by terrorism—will be essential in order to build and maintain the long-term viability of NATO into the twenty-first century.
Security Risk Assessment and Management

Geoffrey French

How can the North Atlantic Treaty Organization best manage and assess security risk in a constantly changing environment? In some ways, security risk management is an intuitive and natural set of judgments that people make every day. Using information on the weather or current events to inform decisions about whether to carry an umbrella, bring certain valuables, or cancel an activity entirely, for example, is a common way to consider the things that may happen and take precautions against them. Complex, long-term, or high consequence decisions cannot rely on intuitive or ad hoc processes, however, with the hope of consistently positive results. Organizations and communities need formal processes to determine what the risks are, prioritize them, and address them. Continuous improvement in these processes and their results requires documentation and cyclic review. These seemingly simple concepts can become complex as they address complicated risks, such as natural disasters and terrorism, but they underpin the discipline of security risk management nonetheless. This chapter explores these concepts and how they translate to governmental programs for securing critical infrastructure against a range of threats, highlighting the role that a national-level risk program should play to coordinate the constellation of public- and private-sector organizations involved in critical infrastructure operations, and emphasizing the necessary characteristics of high-quality national risk programs.
Defining Security Risk Management

In the mid-1990s, the United States established a Joint Security Commission to review the decision-making processes that underpin governmental physical and information security investments. The commission noted the Cold War mentality had led to security investments based on unrealistic assumptions of the threat and an emphasis on risk elimination. The result of this mentality was that security measures were ad hoc, difficult to justify, and very expensive. The commission recommended an approach to balance the risk of loss or damage against the costs of countermeasures: a “rational, cost-effective, and enduring framework using risk management as the underlying basis for security decision-making.” 1 In many ways, the vision established by the commission remains as an ideal, not yet achieved or perfected. The commission’s work remains relevant decades later because the challenges it identified persist.

The US Government Accountability Office (GAO)—which supports Congressional oversight of executive branch agencies and departments, among other responsibilities—considers security risk management to be a fundamental part of decision making. The GAO has said that implementing “principles of risk management can help policymakers reach informed decisions regarding the best ways to prioritize investments in security programs so that these investments target the areas of greatest need.” 2 In this sense, security risk management is an essential part of planning and communication. It allows leadership to see the competing security needs and prioritize the investments in policies, people, equipment, or systems. Communicating these priorities in strategic planning and organizational activities helps set the culture for an agency, location, or community.

Part of that communication is the adoption and consistent use of terms and their definitions. There are many ways to define risk. The International Organization for Standardization (ISO) defines risk as “the effect of uncertainty on objectives.” 3 Although this ISO definition has the benefit of wide applicability to many fields, it may be too general to allow simple adoption in a security context. NATO’s Science and Technology Organization defines risk for qualitative risk assessment


as “the potential of loss to an organization or entity.” Similarly, NATO’s Allied Joint Publication on force protection defines risk as “a function of the value of the asset and . . . compared to the potential impact of the exploitation of vulnerabilities by threats and hazards.” The important elements of all of these definitions is that security risk considers the relative likelihood—including both threat and vulnerability—and consequences of unwanted events.

These terms are especially important in the realm of critical infrastructure security and resilience (CISR) because CISR involves a consortium of organizations: military and civilian and public and private, each with its own culture and vocabulary. The diversity of types of infrastructure to protect—and the types of threats that demand consideration—presents a dizzyingly complex situation for governmental and industry leaders. Clear communication, therefore, requires clear terminology. Language is not enough. The GAO states that risk management is a “strategic process for helping policymakers make decisions about assessing risk, allocating finite resources, and taking actions under conditions of uncertainty.” Leaders need a deliberate analytic approach to help them understand the short- and long-term risks so they can make informed decisions about resource allocation. Security risk analysis can serve as that approach for an organization and its stakeholders to the extent that the organization uses sound methods, implements repeatable processes, and documents its data and assumptions.

**Risk Management Frameworks**

The promise of risk management is that with sufficient uniformity and consistency, leaders can make better decisions through the ability to aggregate risks at different levels. That is, if tactical risk assessments are compatible, then a leader can begin to characterize the risk at the operational or strategic level. The inherent difficulty, however, is that threats, attack methods, and infrastructure assets and systems can differ widely. An overly specific set of instructions for how to measure risk in one area can be meaningless in another. The approach to assessing the risk of an explosive attack on a building by terrorists is very different in terms of data and analysis from the risk of a cyberattack on intellectual property by a foreign intelligence service. For these reasons, the CISR community has long relied on security
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risk frameworks rather than detailed guidance. Properly constructed, a framework presents the irreducible minimum of parts or characteristics of a risk management process that ensure due diligence rather than specifies a model or approach.

Table 13-1 presents the specific steps described in a set of selected risk frameworks—from the ISO, NATO, GAO and the US National Infrastructure Protection Plan (NIPP)—that have been designed or adapted for security risk management. There are many similarities across the frameworks, and individual frameworks may combine one or more steps that other models separate. Their commonalities show the key areas of agreement (as these frameworks have developed over the years) and how the ISO model makes some steps explicit that other models imply. For example, communicating the results of the risk assessment and the decision processes are crucial to a coherent program, but the ISO framework identifies it as a specific phase or action to emphasize its importance. Seeing the steps side-by-side clarifies the minimum phases, including those that some models combine or imply.

<table>
<thead>
<tr>
<th>Table 13-1. Comparison of phases outlined in select risk frameworks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phases</strong></td>
</tr>
<tr>
<td>Purpose and context</td>
</tr>
<tr>
<td>Screening and scope</td>
</tr>
<tr>
<td>Implementation</td>
</tr>
<tr>
<td>Communication</td>
</tr>
</tbody>
</table>
A crucial aspect to a functional risk framework is its cyclic nature. First, it builds organizational maturity. As organizations become increasingly familiar with the analysis and management cycle, they become more attuned to the need for information and data and shared understanding of their own goals. As an organization assesses a risk multiple times over the years, it should obtain or generate the data required for a clearer understanding of that risk. In other words, implementing a cyclic risk framework emphasizes the need for evidence-based decision making and prioritizes institutional learning and the accumulation of information for the underlying evidence base.

Second, it encourages a culture of continuous improvement. The periodic review of risk management decisions communicates that management is a process that must be maintained. Evaluating past investments helps clarify their purpose by linking them to metrics or criteria that determine success. This evaluation highlights the need for equipment maintenance, personnel training, and the periodic refreshing of procedures.

Third, a cycle of analysis does not guarantee an organization will detect emerging threats. It creates the conditions for a regular scan and evaluation of emerging threats (such as the hybrid threats discussed in chapter 4). The intent is not to generate an unceasing list of risks that require investment, but rather an organizational understanding of the highest priority current, future, and potential risks.

**National Risk Programs**

Every nation faces a range of security threats that must be addressed. Many—if not all—of these threats require specialized knowledge, skills, and data that drive organizational design to focus on single risks or a narrow range of risks. It makes sense, for example, to establish centers that study hurricanes, wildfires, earthquakes, or other natural hazards, as well as law enforcement, intelligence, or academic centers focused on organized crime or terrorism. Industry, too, has specialization by sector and subsector, and, in some cases, specific technologies used in processes (such as industrial control systems or supervisory control and data acquisition systems). The different types of organizations responsible for CISR represent nodes of expertise or knowledge sets, and as they mature, they develop links among them. See chapter 10 for a discussion of the various stakeholders and organizations involved in CISR. They are unlikely to create a coherent network.
of nodes and links without deliberate planning and coordination, which should be one of the primary roles of a risk program at the national level.

A national risk program not only entails producing risk analysis, but also guiding and encouraging the generation and aggregation of data useful for risk analysis, as well as providing the frameworks necessary to compare and combine analysis where appropriate. In this way, a national risk program can serve as a central hub to assist public and private partners with authoritative and reliable sources for either data or analysis. In some cases, the government can serve as a conduit or convening authority that allows and encourages information sharing among private sector entities. See chapter 11 for an overview of the foundational concepts that should underpin CISR information-sharing programs.

By building trusted partnerships and a network of credible data, the national risk program supports evidence-based policy making. Risk frameworks enable information from one field to be applied in another. A clear example of this trust is enabling the translation of intelligence, law enforcement, and open-source analysis to structured threat analysis, so that public and private partners understand the relative threat levels and how to incorporate them into risk analysis appropriately. This partnership requires an understanding and respect for the specialists and a willingness to serve as an ambassador, guiding specialists so their analysis is useful to the other stakeholders. Threat analysis that is too vague (or that does not further the understanding of a group’s intent, capability, or targets) has very limited value to the organizations that require insight into the threats to complete their risk assessments.

Beyond making connections among public and private sector partners, a national risk program must evaluate the aggregate value of those connections and determine where there are gaps in metrics, data, analytic capability, or assessments and then coordinate action to address the gaps. Any segmentation of infrastructure, whether bottom-up or top-down, is likely to have gaps or contain areas of overlap. These areas require a risk governance process to oversee the identification of the gaps and overlaps, their prioritization, and their amelioration. In some cases, these gaps and overlaps may have a geographic component as well, where an infrastructure function is spread among jurisdictions and no single part is a local government priority even though the overall function is critical, or where
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one jurisdiction benefits from an infrastructure function but a separate jurisdiction incurs some cost without receiving the benefit.

Finally, a national risk program should also play a strategic role in managing risk. Managing risks at the national level begins with fostering the ability of local government and infrastructure sectors to assess risk, building on the steps outlined above. Although the foundation is information sharing, a national risk program has a responsibility to provide or guide the development of tools that assist with coherent and consistent risk assessments. The benefit is not only to the local governments and sector-specific entities, but also to the nation. As local governments build comparable risk assessments, the national risk program can obtain a more thorough understanding of the types of risks the nation faces, differences in perception, and variances in risk management. Sharing insights and best practices propagates effective responses and minimizes less effective or negligent approaches. This bottom-up approach can also inform national threat analysis; local government and law enforcement are likely to encounter members of criminal and terrorist organizations, see the effects of their operations, or receive suspicious activity reports. Local insights can be highly informative to building the national-level perspective.

Although national risk management begins with a risk governance function, ensuring that risks are properly identified, prioritized, and managed, it does not end there. A national-level entity is best positioned to see the potential for collective action. In some cases, these actions may be major capital investments, but often they may be policy mechanisms that incentivize behaviors that maximize community resilience and minimize short-sighted actions or investments that benefit a small number of organizations and reduce the resilience of the infrastructure sector or surrounding community. See table 13-2 for examples of governmental risk controls.
Organizations seeking to control risks may invest in facilities, equipment, or people, among other options. Government programs, for example, can build governmental capabilities in threat detection, specialized response, or communications. CISR, however, is a collective effort that involves individual organizations making decisions that affect others. The related governmental agencies can work together to influence the collective effort but are rarely in a position to direct investments or action. Governmental influence often comes through policy, guidance, standards, and regulations. Two primary challenges in this area are: (1) providing effective incentives, and (2) holding individual organizations accountable when they have not addressed security risks in a responsible manner. Effective incentives encourage organizations to consider risks, document decisions, and make proportionate investments. Ineffective incentives can lead to wasteful investments, or encourage the acceptance of risks where the consequences to the community greatly outweigh the consequences to the organization.

Sources:

The following section will now describe the fundamental ways a national risk program can encourage and guide risk management practices to foster a mutually supportive environment for CISR.

Managing Security Risks

Too often, the treatment of risks is perceived to be a relatively straightforward process of addressing the identified risks in priority order. In reality, the analysis required to support risk management decisions is as complex as the analysis required to characterize and compare the risks in a coherent manner. A national risk program has a responsibility to assist local, regional, and national entities in managing risks, which can begin with characterizing and comparing them properly. Some risks are directly comparable, whereas others can be only indirectly compared, due to very different bases for considering threat, vulnerability, or consequences. Some risks are best considered in an immediate time frame, for example, while others require a longer-term perspective. Some threats are constant, in contrast to others that are rare or episodic. A national risk program can assist in the management of risks by organizing risk into portfolios.

Portfolios of risks contain directly comparable risks because they have similar considerations for risk factors. Natural hazards, for example,
can be meaningfully described through expected frequency of occurrence, structural vulnerability, community resilience, and a common set of consequences. Risks from terrorism, in contrast, usually consider relative threat, which involves understanding different terrorist groups, their opportunity, intent, and capability, which then heavily influences the assessment of vulnerability and consequence. Cyber threats, similarly, require a different manner of thinking about the likelihood that an organization or geographic region will encounter them. See chapter 3 for a discussion of infrastructure-specific intricacies of cybersecurity risks. Although there are some commonalities through all of these risks, it is best to define them within portfolios. Cross-portfolio analysis is relevant primarily in the evaluation of risk management solutions. That is, risk treatments or controls may affect risks in multiple portfolios, which helps decisionmakers account for the high-level comparisons among the portfolios without directly comparing individual risks across portfolios. See table 13-3 for an example of cross-portfolio analysis.

Table 13-3. Managing risks at the regional level

In 2008, the US National Capital Region (NCR) conducted a security risk assessment to examine the community's security risks. Working with the Office for National Capital Region Coordination within the Federal Emergency Management Agency, the NCR obtained input from federal, state, local, and private-sector partners in collaboration with the Department of Homeland Security’s Office of Risk Management and Analysis. The risk analysis ranked potential critical infrastructure hazards by scenario and provided options for risk reduction.

The risk approach divided the risks into two portfolios, natural hazards and terrorism, allowing a direct comparison of risks with similar data availability. The visual comparison of risks within the portfolios enabled decisionmakers not only to understand their relative severity, but also the risk factors that drove the severity. Beyond helping build a common understanding of the risks the NCR faced, the assessment helped leaders evaluate risk management investments. The analysis allowed the creation of strategic investment themes and identified the scenarios in both portfolios that would be affected. This process helped leaders understand how broad an investment’s effects might be, as well as the extent to which it potentially reduced risk by addressing threat, vulnerabilities, or consequence.

Sources:


To foster an environment in which each entity’s efforts support and augment the efforts of related stakeholders, a national risk program should embrace two high-level approaches. First, it should help guide local efforts to maximize information exchange and compatibility of risk approaches so that higher level perspectives can be built from the bottom up. Second, it should ensure validity and accuracy when organizations communicate risk results to build a common understanding of risk. The following sections discuss these two approaches in more detail.

**Building from the Bottom Up**

Security risk assessments completed at the local level can benefit from the natural advantage of drawing on local experts who know the geography, hazards, and population well. At the local level, decisionmakers tend to be concerned primarily with the most immediate risks: those that occur frequently or those that are particularly pertinent to the area. This makes sense from the perspective that emergency managers want to maximize the investments that will bring the most assistance to addressing the most common problems. For a national risk program to benefit from the local expertise, it needs to standardize the risk analysis sufficiently to be able to compare different assessments but without being so rigid or complex that it draws resources away from emergency management efforts. To some extent, the most fundamental requirement is that the basis for considering threat, vulnerability, and consequence is sufficiently documented so external reviewers understand the criteria for evaluation and prioritization.

A national program may still provide guidance to help align these assessments by stipulating the time period for evaluation (for example, one to five years) or the scope (for example, the portfolios of risk or types of hazards considered). Where government agencies have regulatory or oversight authority over sectors of infrastructure, a national risk program can encourage information sharing with local governments to maximize a common understanding of the risks that infrastructure assets and systems have, while minimizing duplication of effort. Building a community that produces sound and comparable risk assessments enables the understanding of more complex risks, such as the dependency and interdependency analysis discussed in chapter 12. Local government may have its own requirements for how to evaluate risk management investments, but the national government can help make this consistent as well by stipulating the analyses of alternatives, including initial costs, out-year costs, opportunity
costs, the scenarios that benefit from the investment, and the degree to which the investments reduce risks.  

It is important that national risk programs enhance the relationship between various levels of government and delineate the responsibilities among them for assessing and managing security risks. Figure 13-1 is a conceptual model that depicts these relationships and responsibilities to assess and manage risk based on the likelihood of the risk occurrence and the severity of the consequence. It shows how local government is best suited to focus on likely and locally manageable events, whereas international cooperation is required for the most probable, highest consequence events. State or regional governments augment and broaden local government risk management efforts while national-level government programs address the higher consequence events, even if they are low probability.

By ensuring local-level risk assessments are compatible and incorporating sector-specific information already collected, a national-level risk program can aggregate information to build regional and national-level perspectives. Building this cross-jurisdiction comparison brings multiple advantages. First, it ensures due diligence for risk analysis at the local level. By comparing the risks that local jurisdictions identify and evaluate, the national program will gain a more comprehensive understanding of possible risks, encourage the inclusion of overlooked risks where appropriate, and share best practices, including potential data sources and analytic techniques. Second, the cross-jurisdictional perspective also enables gap analysis, identifying risks that are too strategic for local jurisdictions to consider (as figure 13-1 illustrates). Third, building a strong foundation for risk assessment in the near term allows the opportunity for an examination of longer-term risks. See table 13-4 for an example of one approach to assessing long-term risks. National risk programs should be able to think about investments more broadly, either over large geographic areas or across multiple risks.

---


Considering risks that are in the future or that are extant but with low likelihood requires decisionmakers to cope with the high degree of uncertainty inherent in those scenarios. There are multiple ways of exploring these risks, one of which is an approach known as alternative futures analysis. This approach focuses on identifying two primary drivers of uncertainty and then exploring their interaction. The US National Intelligence Council has used this approach for its long-term analysis. A visual depiction of the two drivers of uncertainty creates a simple matrix and exploring specific scenarios within each quadrant can make the risks more apparent.

It is important to understand the distinction between these structured analytic exercises and predictions. These types of analyses can offer many benefits to leadership, but not if they limit understanding and action to focus on a few specific scenarios. Instead, this approach should allow leadership to explore the longest-term effects that the emerging trends may have, envision the outcomes or innovations most beneficial to homeland or national security, and consider the partners required to shape those risks. Leaders can then examine certain aspects of emerging risks more closely and identify policies, guidance, or other tools to maximize resilience in the critical infrastructure community.

Sources:
Central Intelligence Agency (CIA), Structured Analytic Techniques for Improving Intelligence Analysis (Washington, DC: CIA Center for the Study of Intelligence, 2009).
Neither threats nor infrastructure systems are bound to national borders. Transportation, energy, and telecommunications have inescapable international dimensions that must be addressed. Without cross-border coordination, attempts to secure a single part of an international system risk being wasted effort. Work with allies can be straightforward if not simple. Agreement on policy and standards can bridge many of the potential gaps in security. Information sharing and reciprocity, and even shared technology, can minimize the friction in some systems as they cross borders. See chapter 10 for a discussion of how the European Union has addressed this aspect of risk management.

Countries must work with their allies but also with their competitors and adversaries. In these cases, significant constraints will impede sharing some technologies, and potentially even security standards, but the basic foundation is the same. Information sharing and communication that establish a shared understanding of the benefits of secure, resilient infrastructure can open pathways to parallel programs or even shared investments that secure transportation modalities, supply chains, and access to energy and telecommunications systems, among others.

Building a Common Understanding of Risks

As previously mentioned, a national risk program has a responsibility to coordinate and integrate risk analysis among the myriad public and private-sector partners involved in CISR. This coordination does not mean forcing a one-size-fits-all approach, but it does mean encouraging a common vocabulary for security risk professionals so the constituent parts of the community can communicate readily with each other. It also means creating mechanisms or rubrics for making risk analyses comparable where they cannot be uniform.

There are numerous ways to define security risk, its factors, and their combinations. Several factors influence what approach any organization will adopt, especially the organization’s capabilities and level of organizational maturity. External factors include whether data are available and whether acceptable quantitative approaches exist. For security risk, it can be considerably challenging to quantify threat, vulnerability, and consequence, and qualitative or semi-quantitative approaches are the only approaches to assessing emerging risks. The COVID-19 pandemic is an example of a situation in which decisions required security risk

analysis before data were available, but qualitative approaches could provide insight.\textsuperscript{11}

Quantitative approaches are best suited for organizations with a high level of maturity in applying risk to decision making, and where data exist to compare scenarios that are sufficiently similar. When combining or comparing risk analyses from multiple organizations or for different risks, quantitative approaches may be difficult to create or potentially not possible.\textsuperscript{12} National risk programs, therefore, must promulgate best practices in the CISR field to maximize comparability, create ways to meaningfully compare and combine individual risk assessments, and clarify when to avoid such integration. By helping stakeholders and leaders understand the relative severity of risks, the ways they differ, and which risks are categorically different, national risk programs can build a common understanding of risk and promote educated discussions on how to manage them.

Key to this common understanding is the reality that the majority of security risks cannot be eliminated but only managed, and that management requires a discussion of trade-offs. For example, airport security can be raised significantly, at great cost and at reduced passenger throughput, but societies are unlikely to tolerate such conditions for long. See chapter 6 for detail on the trade-offs involved in aviation security and chapter 7 for a discussion of how the multifaceted nature of railways complicates security investment decisions. In any operational environment, risk controls bring an initial cost, as well as opportunity costs, which must be addressed directly. For critical infrastructure environments especially, the risk control’s effect on the functioning of the infrastructure asset or system is also a necessary consideration when identifying, comparing, and selecting alternative investments. See chapter 8 for an example of such risk management decisions for the water sector. A national risk program can help the CISR community implement concepts (such as managing risk to “as low as reasonably practicable”) or other standards that help stakeholders understand their individual and shared responsibilities.


Necessary Characteristics of High-quality Risk Programs

Risk analysis and risk management approaches can accommodate different levels of maturity and quantification. An entirely qualitative approach to risk, for instance, can be both useful and credible, especially with issues where key data or a valid method of quantification are not available.\(^{13}\) There are three key aspects of a risk program, however, that are not negotiable. As NATO member states and partner nations consider and update their national risk programs, this concluding section will highlight the need to include these three elements: the transparency of the decision-making process, clear risk communication, and coherent risk governance.

**Transparency**

Managing risk affects a large number of stakeholders. While the benefits should convey to a large number of people, the costs may be unevenly distributed. Not only are there opportunity costs—the investments in people, equipment, or training that could have been used in other areas—but some stakeholders may be exposed to higher risks for the overall management of a greater risk. The construction of a biosafety laboratory, for example, may help the nation fight dangerous pathogens in the long term but it may not be welcome in a community in the short term. Building an additional power plant may strengthen the electric power grid but its construction also brings environmental or other concerns to the communities nearby. Incomplete or poorly documented risk assessments preclude any external entities—including people affected by the risk-based decisions—from understanding the risk analysis, invalidating the analysis regardless of the quality of the conclusions.\(^ {14}\)

If the communities are to support the risk management decisions, then leaders need to involve stakeholders at several key steps. This involvement includes the generation of risk scenarios, the evaluation of consequences, the evaluation of risk treatments, and the monitoring of effectiveness. If communities understand the basis for the decisions, then they are much more likely to accept the decisions. Where communities have been excluded from these stages of risk management, they have sometimes balked at the final decisions, leading to delays or cancellation of the risk controls.

---


Building in opportunities for appropriate engagement with stakeholders improves the quality of the processes and makes the outcomes more likely to be accepted.15

Risk Communication

Communicating the results of risk analysis can be particularly challenging. Conveying the findings in terms that the widest range of stakeholders can understand often requires moving away from the scientific or technical language that analysts use, and adopting plain language. The challenge is that risk analysis often has nuanced conclusions, and stating the findings too simply may over- or understate the likelihood of the risk or the severity of the consequences. A failure of risk communication can cause panic or complacency. Situations where political sensitivities overrule scientific or professional consensus undermine the public’s understanding of risks, which can lead to catastrophic consequences.16 Risk communication must begin prior to the emergence of a specific threat or crisis; building relationships prior to a crisis increases trust and can increase a community’s risk tolerance level.17

Organizations must plan to communicate to the public through multiple methods to get specific messages out effectively to appropriate audiences, especially during times of crisis. See chapter 15 for an in-depth discussion of crisis management capabilities and tools. When crises do arrive, risk advisory organizations must ensure timely notification of risks and provide specific information on the nature, location, and timing of threats, as well as guidance on actions to take in response to threats.18 When risk communications are late, vague, or perceived to be arbitrary, they erode public confidence and increase the barriers for future communication efforts.19

Risk Governance

As mentioned above, most nations will have a number of different organizations contributing to the understanding of security risks, and a national risk program should connect them into a coherent network. Part of that effort includes clearly assigning roles and responsibilities to local or regional government organizations and other partners in the private and public sectors. Ensuring that each organization has a clear understanding of which risks it should take into account helps build a collaborative environment where individual organizations see their roles in relation to other partners.20 This connection fosters a culture of accountability and encourages organizations to raise risks where there are shared responsibilities. Regular reports to oversight offices will help senior leaders understand which risks are being addressed (as well as which need additional action) and maximize the probability that risks where there is not clear authority or responsibility can be identified and directed. When national risk programs allow high degrees of ambiguity, they minimize the likelihood senior leaders will recognize situations where responsibilities overlap but suffer from a lack of collaboration or where significant risks fall between the authorities of multiple agencies. Clear, coherent, strategic-level assessments of risks in each major portfolio can be one of the primary mechanisms that allow national governments to understand the security risks they face and whether risk management actions are sufficient.21

---


21. Thomas Cooper, Strategic Risk Management in the Municipal and Public Sector: An Exploration of Critical Success Factors and Barriers to Strategic Risk Management within the Province of Newfoundland and Labrador (St. John’s, CA: Memorial University, 2010), 69–75.
Enhancing Cybersecurity of Industrial Control Systems

Sungbaek Cho

Due to the advancement of information and communications technologies, most modern critical infrastructure operates electronically. Malevolent forces could exploit any weaknesses or vulnerabilities in the devices and equipment that comprise these critical infrastructure systems to launch cyberattacks that adversely affect the society and its national security. For instance, cyber incidents targeting lifeline sectors—such as electricity, water supply, and transportation—may not simply lead to inconvenience and financial losses for people and businesses, they can also cause social turmoil, disruption of military operations, and human casualties or fatalities. For these reasons, most countries regard the cyber defense of critical infrastructure systems and assets as a top priority, and they are undertaking extensive efforts to enhance their critical infrastructure security and resilience (CISR) posture.

The North Atlantic Treaty Organization identifies cyberattacks against critical infrastructure as a possible instability situation, defined as a future event significant enough to reach the threshold requiring the Alliance to use military forces.\(^1\) As national and societal functions rely heavily on information technology, improving cybersecurity has become a significant element of member states’ efforts to enhance national CISR. Similarly, NATO has identified the important link between cybersecurity and the Alliance’s
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ability to fulfill its core tasks. At the Warsaw Summit in 2016, NATO officially recognized cyberspace as a domain of operations in which the Alliance must “defend itself as effectively as it does in the air, on land, and at sea.” At Warsaw, the Allies also pledged to strengthen and enhance the cyber defenses of national networks and critical infrastructure as a matter of priority, highlighting that NATO as an organization is only as strong as its weakest link. NATO now serves as a venue in which Allies can consult on cyber defense issues, share information on cyber threats, exchange best practices, and coordinate activities including education, training, and exercises.

Depending on its scale and severity, a cyberattack against a NATO member state’s critical infrastructure could be regarded in the same way as an armed attack that would justify the targeted country’s right to self-defense. A destructive cyberattack also could lead Allies to invoke Article 5 of the Washington Treaty—the mutual defense clause that states an attack against one Ally is an attack against all Allies—though such a decision would be taken by the North Atlantic Council on a case-by-case basis. In response to the evolving cyber threat landscape, NATO’s stance against cyberattacks was further extended at the Brussels Summit in 2021, where Allied leaders recognized that the impact of cumulative, malicious cyber activities could amount to an armed attack. The term cumulative implies several lower-impact cyberattacks by the same adversary over time could be as destructive as a single, massive cyberattack. Regarding cyber operations against adversaries, NATO doctrine introduces a concept known as Sovereign Cyber Effects Provided Voluntarily by Allies, a mechanism that allows individual member states to support voluntarily other Allies’ offensive cyber capabilities in the case of armed

conflicts, and outlines the procedures for defensive cyber operations, including self-defense and collective defense.\(^9\)

Although NATO is taking steps to improve its collective ability to defend against and respond to cyberattacks against Allied critical infrastructure, it should be kept in mind that individual member states form the first line of defense. Thus, enhancing cyber defense capabilities and enhancing CISR policies and procedures are the primary responsibilities of each Ally. With these objectives in mind, this chapter aims to provide an overview of the major cybersecurity issues surrounding critical infrastructure with a special focus on industrial control systems (ICS). Based on this understanding, the chapter will offer best practices and tools for critical infrastructure stakeholders, owners, and operators to protect their systems and enhance security and resilience against cyberattacks.

### An Overview of Industrial Control Systems (ICS)

To understand cybersecurity requires a proper knowledge of ICS. The term ICS includes various control systems typically found in industrial sectors and critical infrastructure. Also known as operational technology (OT), an ICS consists of combinations of different control components (electrical, mechanical, hydraulic, and pneumatic, for instance) to achieve an industrial objective, such as manufacturing, transportation, or energy.\(^10\) Examples of ICS include power plants, electrical grids, water and water treatment systems, energy transport, and railways. While an ICS can be configured and operated in a variety of ways, there are three common control systems that merit further explanation.\(^11\)

- Supervisory control and data acquisition (SCADA) systems are used to control dispersed assets centrally. Typical examples are water distribution, wastewater collection, power grids, railways, and other public transportation systems.
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Distributed control systems (DCS) manage continuous production processes within the same geographic area. Examples include oil refineries, water and wastewater treatment facilities, power plants, chemical plants, and pharmaceutical processing facilities.

Programmable logic controllers (PLC) are devices that control discrete processes, such as automobile assembly lines. While a PLC is often used as a component for a SCADA system or DCS, it can also be implemented as the primary controller in a small ICS.

While actual ICS architectures vary widely based on the nature of the critical infrastructure sector and type of facility, the Purdue reference architecture is widely recognized as the standard model for common control systems. Having a model that depicts the control system architecture and shows the various interconnections between technological components can help organizations segment the various networks, develop zones with clear boundaries, and create layers of cyber defense measures. The US Department of Homeland Security (DHS) recommends this process of developing a secure network architecture as a means to limit cyber threat actors’ ability to exploit ICS, which is far easier when the systems are integrated and no zones or boundaries exist. The Department of Homeland Security endorses developing a layered cyber defense consisting of five unique zones, as outlined in figure 14-1.


The first section, the enterprise security zone, is not directly related to the ICS. This zone provides employees the connectivity to the Internet, remote sites, and business networks that comprise the intranet, e-mail servers, web servers, and other business systems. The enterprise security zone is also known as the informational technology (IT) system. See chapter 3 for its helpful explanation of operational and informational technology [OT and IT] systems. Next, the manufacturing security zone is where a vast majority of monitoring and control takes place. Depending on the size of the ICS, this zone may contain multiple cell zones. The third section, the cell zone, contains local human-machine interfaces (HMI), controllers, and field devices to be monitored and controlled. The HMI is a desktop computer with control software through which operating personnel manipulate the ICS. The cell zone also may include a safety instrumented system, which is a special controller designed to automatically take actions in the event...
of dangerous conditions like excessive pressure or temperature. Fieldbus protocols with hard wiring are typically used between field devices and controllers, whereas Ethernet is common between controllers and HMIs. Finally, a demilitarized zone (DMZ) is a subnetwork that acts as an intermediary to protect the inside network. Within the ICS, the DMZ is where the data historian, antivirus or patch, and remote access gateway are located. A data historian is a time-series database to capture all production and process data for monitoring and analysis troubleshooting.

Security Concerns in ICS

In the past, critical infrastructure facilities operated ICS strictly in a closed network environment. To ensure real-time monitoring and efficient and effective resource planning at the enterprise level, however, the prevalent practice in modern critical infrastructure is to operate ICS in a more open, interconnected network with business networks. Examples of business applications that may connect to ICS include production planning and scheduling applications, manufacturing execution systems, inventory management systems, and maintenance management systems. Furthermore, the Ethernet and other open standard technologies are also becoming more prevalent in ICS. As a result, attackers can understand and exploit system components more easily than they could in the past. These realities raise security concerns because ICS are more vulnerable to cyberattacks than ever before. When compared to IT systems, the following system characteristics make it more challenging to secure ICS in the face of the numerous vulnerabilities, risks, and threats in the cyber domain.

- Timeliness and performance requirements. As ICS are usually time-critical, security measures causing an unacceptable delay and/or threatening the functionality of the system cannot be deployed.
- Availability requirements. Patches cannot be applied on time as they have to be tested thoroughly for stability and reliability. Outages of systems to install patches typically must be scheduled weeks in advance.
- Risk management requirements. Security measures that impair safety are unacceptable.

- Physical effects. As ICS have complicated physical processes, good communications between experts in the control system and the physical domain are necessary.

- System operation. Since ICS operating systems and networks are often quite different from IT counterparts, they require different skill sets, experience, and levels of expertise.

- Resource constraints. Many components are resource-constrained in memory and processing power. As a result, typical contemporary security capabilities may not apply.

- Communications. Communication protocols and media for field devices (sensors and actuators) are different from those used in IT environments and thus require other specialties.

- Managed support. Given the fact that maintenance is often performed by a single vendor, the use of third-party solutions requires the vendor’s approval or the ICS will no longer be under warranty.

- Component lifetime. The lifetime of the ICS components is often over 15 years, while IT components require upgrades and patches much more frequently.

- Component location. In some cases, ICS components may be located at remote sites that require extensive transportation effort to reach. Each site needs to be appropriately protected.

Beyond the limitations and restrictions in applying sufficient security measures due to the inherent nature of ICS, there are also several security concerns and problems commonly found in most ICS.

**Vulnerabilities in ICS Components**

According to a recent cybersecurity survey, organizations disclosed 893 vulnerabilities specific to their ICS in 2020—a steady increase from the 672 reported in 2018 and the 716 in 2019. Surprisingly, in 76 percent of these disclosed vulnerabilities, threat actors were able to launch attacks without needing to be authenticated. These figures, however, do not include vulnerabilities found in common IT components, such as employees’ personal desktops, servers, databases, and network switches.
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These components are predominantly commercial-off-the-shelf products or custom-made models based on these products. Traditionally, vendors have not considered security an integral part of a product development process, but this dynamic is changing. Despite the recent rise in concern regarding security of control system components during product development, the level of security in ICS lags behind and is not as comprehensive when compared to the security of IT products. Therefore, there are many weaknesses in ICS components, including susceptibility to denial-of-service attacks and lack of security checks for firmware updates. Even IT components used in control systems are often configured to enable insecure services, such as Telnet, by default.

**ICS Components Exposed to the Internet**

Many ICS components are connected to the Internet without proper security measures like firewalls or remote access gateways. In 2019, a search on Shodan—a special search engine often used to find devices connected to the Internet—revealed more than 2.6 million ICS components around the globe were connected to the Internet. Most of these devices were likely used in schools for research or by small private companies. Poor security practices or breaches in security protocols (such as opening a firewall port for remote access and then forgetting to close it or connecting to the Internet intentionally to reduce work burdens) may occur even in national critical infrastructure, making these facilities and organizations equally vulnerable.

**Connection with Business Systems**

According to the SANS Institute’s 2019 survey of 338 organizations, 57 percent connected their ICS to business systems while 35 percent connected their ICS to the Internet either through the DMZ or directly. When such a connection is inevitable, it must be secured to prevent malicious traffic from entering the ICS network. A firewall can be used for this purpose, but a unidirectional network device—a special security gateway that is also
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known as a data diode—is the optimal solution because it allows data to travel in only one direction.\textsuperscript{22} Organizations may also consider using an intrusion detection system (IDS). Even if such security devices are in place, however, there is still a risk of allowing malicious traffic due to misconfiguration. Moreover, an IDS cannot be used if the control system vendor does not approve because of potential degradation in network performance. An IDS is more commonly found in IT networks than in ICS networks and, even when installed, it may not be able to fully understand ICS protocols.\textsuperscript{23}

**Outdated Components**

As an ICS typically has a very long lifespan, it is common to find ICS components already past end of life, such as when HMIs run on outdated programs like Windows XP or 7. Even if organizations want to upgrade old components, they cannot be upgraded if application software does not support the latest operating system or the vendor does not guarantee reliability after an upgrade. Installing antivirus programs on old desktops may not be feasible because of performance and stability issues. Moreover, when old hardware is damaged, it may not be easy to find replacement options that meet the same specifications.

**Remote Access to Control Networks**

With the recent development of cloud technology, cloud-based management services for IT systems have emerged, and similar movements are also emerging for ICS. According to the 2019 SANS survey previously cited, more than 40 percent of respondents used cloud-based services for their ICS. Respondents gave three main reasons for why they used these services: (1) remote monitoring, (2) configuration, and (3) analysis, which accounted for 44 percent of the reported uses.\textsuperscript{24} Regardless of the types of outsourced services, all remote accesses must be controlled in a highly secure manner.

**Insecure Nature of ICS Protocols**

All major fieldbus protocols—such as Modbus, DNP3, Profinet, and EtherCAT—are susceptible to man-in-the-middle attacks because they generally lack sufficient authentication or encryption.\textsuperscript{25} Such attacks can disrupt network operations or manipulate input-output messages

\textsuperscript{22} NIST, *Industrial Control Systems*, 5–21.


\textsuperscript{24} Filkins, *OT/ICS Cybersecurity Survey*, 13–14.

\textsuperscript{25} Knapp and Langill, *Industrial Network Security*, 166.
to cause failure. Protocol gateways, including serial-to-Ethernet converters, that translate one ICS protocol to another could provide an additional attack vector as they may contain security flaws and vulnerabilities.²⁶

**Major Cyber Incidents**

Due to insecure configuration and management, cyber incidents in ICS have unfortunately become a common occurrence. This section will now examine some of the significant cyberattacks that targeted ICS.

**Stuxnet (2010)**

The most historic cyber incident associated with ICS was the infection of Iran’s nuclear program with Stuxnet, a worm designed to penetrate air-gapped control networks via USB flash drives and then propagate through self-replication. The Stuxnet worm, which was discovered in 2010, precisely targeted the centrifuges used in Iran’s uranium enrichment process to change the frequencies of the frequency converters covertly that adjust motor speed. It is activated only when the same software—namely, Siemens WinCC and Step7—and frequency range as the Iranian facility are found.²⁷ While the physical consequences of Stuxnet were limited in that Iran took just one year to recover fully from the effects of the attack, this incident demonstrated that separating the ICS network from the Internet can no longer be considered a sufficient security measure.²⁸

**BlackEnergy (2011)**

In 2014, the US Industrial Control Systems Cyber Emergency Response Team (ICS-CERT) alerted that BlackEnergy malware had been targeting users of HMI products, such as GE Cimplicity, Advantech/Broadwin WebAccess, and Siemens WinCC, since 2011.²⁹ Attackers targeted the Internet-connected HMIs and then exploited a vulnerability of the software to install BlackEnergy

---


Although no malicious activity was identified, the malware could have damaged, modified, or disrupted the targeted systems. A security company found that some of the command and control (C2) servers used in this attack were the same as those used by the Russian Advanced Persistent Threat (APT) group known as Sandworm. In July 2021, the US government officially attributed the BlackEnergy attack to Russian nation-state cyber actors.

**Havex (2013)**

The Russian APT group known as Dragonfly used Havex in a cyber espionage campaign targeting ICS in a variety of countries, including several NATO member states. Havex is a remote access Trojan that leveraged the Open Platform Communications—the data exchange protocol between Windows systems and controllers—to collect information on the targeted devices. The attackers Trojanized software available for download from three ICS manufacturer websites and gained access to the networks of systems that had installed the software. A security company later found 88 variants were communicating with 146 C2 servers, which made connections with 1,500 different Internet Protocol addresses, each of which represents a possible victim of the attack. Although the primary usage of Havex was espionage, its C2 server could have also been used in other attacks. In 2021, the US government attributed the Havex attacks to Russia.

**German Steel Mill (2014)**

According to the annual report issued in 2014 by Germany’s Federal Office for Information Security (Bundesamt für Sicherheit in der Informationstechnik, or BSI), unspecified threat actors attacked a German steel mill, compromising individual ICS components and causing a furnace to shut down.

---
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in an abnormal manner. The attackers used spear-phishing e-mails to steal login credentials and then used them to gain access to the mill’s control system.

**Ukraine Blackout (2015)**

The Ukraine blackout in December 2015, which caused electricity disruption to 225,000 people in western Ukraine for up to six hours, was the first known successful cyber intrusion to take a power grid offline and one of the most severe incidents in cybersecurity history. The attackers, part of the Sandworm group, conducted a remote intrusion into three power distribution companies. The attackers reportedly used spear phishing to obtain credentials in advance, which enabled the intrusion into the companies and then to the various substations. Moreover, they infected Windows systems with KillDisk malware to erase files and the master boot record and corrupted the firmware of serial-to-Ethernet converters at substations to make them inoperable. As with the BlackEnergy and Havex attacks, the US government also attributed the 2015 blackout to Russia.

**RWE’s Nuclear Power Plant, Germany (2016)**

Computer viruses Conficker and W32.Ramnit were discovered in German utility company RWE’s nuclear power plant near Munich in April 2016. The infected system was a computer used to view the movement of nuclear fuel rods, but the infection did not cause any harm as the plant was disconnected from the Internet. The same malware was found on 18 removable drives used for office computers, implying that at least one of the office drives was inserted into the infected system. The official investigation also concluded the malware probably came from a USB drive.

---
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CrashOverride (2016)

During its cyberattack against a Ukrainian substation in December 2016 that caused a small-scale power outage, the Sandworm group used CrashOverride malware (also known as Industroyer). This attack, like the several of the previous examples, was later attributed to Russian nation-state cyber actors. Although this cyberattack was smaller in scale and duration than the one that caused the Ukraine blackout, CrashOverride was developed to create a far more widespread outage than the one that occurred in 2015. The CrashOverride malware has capabilities to issue malicious commands directly to remote terminal units—the controllers used for SCADA systems (such as power grids)—by exploiting the lack of authentication and authorization in the ICS protocol. The malware can also prevent legitimate communications with field devices, cause the shutdown of a relay, and employ its wiper module to render windows system inert and thus require a rebuild or backup restoration. After the Stuxnet attack, the use of CrashOverride malware in 2016 is only the second known case of malicious codes intentionally built to disrupt physical systems. For a more detailed explanation and assessment of cyberattacks on Ukraine’s power grid, see the overview provided in chapter 5.

TRITON (2017)

Following the mysterious shutdown of an entire petrochemical plant in Saudi Arabia in 2017, the subsequent investigation found the attackers gained remote access to an engineering workstation—a computer used for configuring a safety instrumented system (SIS)—using TRITON malware. TRITON, also known as TRISIS, is a malware that attacks the Triconex SIS fabricated by the company Schneider Electric. The TRITON malware allowed the attackers to reprogram the SIS, causing the controllers to shut down automatically. Although it is not certain who is responsible for the cyberattack, evidence suggests Russia’s Central Scientific Research Institute of Chemistry and Mechanics supported the development of TRITON. In October 2020,
the US Department of the Treasury imposed sanctions on this Russian research institution for its involvement with TRITON. 48

**Water Treatment Plant, United States (2021)**

In February 2021, an unidentified attacker hacked the water treatment plant in Oldsmar, Florida. After accessing the plant remotely, the attacker tried to increase the level of sodium hydroxide in the water supply to 100 times greater than normal. Fortunately, operating personnel quickly spotted this abnormality and returned the sodium hydroxide to the normal level. The investigation later found the attacker accessed the system via remote access software called TeamViewer, which plant employees had installed and used to check system status and respond to alarms. 49 City officials noted that automated safeguards, such as pH testing, would have triggered an alarm before anyone was harmed, even if the employee had not noticed and stopped the attack. 50 The incident clearly showed, however, that sabotage attacks targeting national critical infrastructure could occur at any moment. For more information on the Oldsmar cyberattack, see chapter 8.

**Colonial Pipeline (2021)**

Colonial Pipeline, the largest pipeline company in the United States, had to shut down its 5,500-mile pipeline on the east coast for six days due to the ransomware attack by the Russian criminal group called DarkSide. 51 Since the pipeline typically transported more than 110 million gallons of fuel per day, the attack had devastating results: 88 percent of gas stations in Washington, DC, ran out of fuel as did more than 50 percent of gas stations in South Carolina, North Carolina, and Virginia. 52 Although the attack was targeted at IT systems only, the company had to halt its pipeline operation because it could not bill its customers. The fundamental issue

with this incident is that the data necessary for pipeline operations should not be resident on the IT network.\textsuperscript{53}

### Security Recommendations for ICS

To defend against cyberattacks targeting a critical infrastructure's ICS, organizations need to have good cyber hygiene practices and properly implemented defensive techniques.\textsuperscript{54} This section provides an overview of basic cyber hygiene practices and recommended ICS security measures.

#### Basic Cyber Hygiene Practices

As a fundamental principle of cybersecurity, proper cyber hygiene establishes simple and routine measures to reduce risks from cyber threat actors.\textsuperscript{55} In the United Kingdom, a government report in 2015 indicated that 80 percent of cyberattacks could have been prevented if organizations had implemented simple security controls.\textsuperscript{56} Although this percentage is not specific to attacks against an organization's ICS, a similar 80-20 rule can be equally applied. Most of the incidents mentioned above were due to inadequate security practices, such as connecting an ICS to the Internet or business network without proper security measures, leaving remote access points open without monitoring, and lack of security controls over removable drives.

There is no clear scope for cyber hygiene. According to a survey on cyber hygiene practices conducted by the European Union Agency for Cybersecurity (ENISA), cyber hygiene generally includes these common practices.\textsuperscript{57}

- Identification of hardware and software to determine what to manage.
- Application of secure configuration and hardening for all devices.

---
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Patching systems to keep them current.

Management of inbound and outbound data.

Scanning of all incoming e-mails.

Minimization of the number of administrative accounts.

Conduct of regular data backup.

Establishment of an incident response plan.

Enforcement of security across the supply chain.

Placement of appropriate security controls in any service agreements.

Similar to these recommended measures in the EU, the US Cybersecurity and Infrastructure Security Agency (CISA) published its Cyber Essential Starter Kit in 2021 to promote basic cyber hygiene practices and a strong culture of cyber readiness. The CISA guide highlights essential steps for an organization to establish cyber readiness in six key areas: management, employees, critical systems, surroundings, data, and an incident response plan.58

**Essential Cybersecurity Measures Specific to ICS**

As Allies and partners consider how to enhance their cybersecurity posture, there are many guidelines, references, and standards that ICS operators and system integrators can refer to for ICS cybersecurity next steps and recommendations. Representing a spectrum of perspectives and best practices employed in various NATO member states, such documents include:

- Canada and the United States: North American Electric Reliability Corporation’s Critical Infrastructure Protection Standards59
- EU: ENISA’s Protecting Industrial Control Systems60


Enhancing Cybersecurity of Industrial Control Systems

- France: The National Cybersecurity Agency's (ANSSI) Detailed Measures: Cybersecurity for Industrial Control Systems\textsuperscript{61}
- Germany: Federal Office for Information Security's (BSI) ICS Security Compendium\textsuperscript{62}
- International: International Electrotechnical Commission 62443 standard series, which currently includes nine standards, technical reports, and technical specifications to secure industrial automation and control systems\textsuperscript{63}
- United States:
  - DHS's Catalog of Control Systems Security: Recommendations for Standards Developers\textsuperscript{64}
  - DHS's Recommended Practice: Improving Industrial Control System Cybersecurity with Defense-in-Depth Strategies\textsuperscript{65}
  - National Institute of Standards and Technology’s Guide to Industrial Control Systems Security\textsuperscript{66}

As these documents contain vast amounts of information, it is not feasible to examine them more thoroughly in this chapter. Instead, a more helpful framework for Allies and partners seeking to strengthen the security and resilience of ICSs in their critical infrastructure is the \textit{Seven Steps to Effectively Defend ICSs}. After assessing the nearly 300 reported cyber intrusions in 2015, this DHS report identifies seven essential security principles that could have

\begin{itemize}
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\end{itemize}
prevented 98 percent of these incidents.\textsuperscript{67} The principles and corresponding security measures outlined in the DHS report are listed below.\textsuperscript{68}

- **Implement application whitelisting.** This step allows only applications and programs predesignated by an administrator to execute, effectively preventing the execution of malware.

- **Ensure proper configuration and patch management.** Since unpatched systems are more vulnerable to adversaries, this step emphasizes the import and implementation of trusted patches. It includes tracking required patches for each IT asset, obtaining updates from verified sources, validating their authenticity against digital signatures and hash values, testing them on a system equipped with malware detection features, and limiting the connection of external laptops to ICS.

- **Reduce attack surface areas.** To minimize vulnerabilities, this step seeks to isolate the ICS network from any untrusted networks, lock down all unused ports, disable all unused services, limit external connectivity, use one-way communications for external connectivity if applicable, and employ measures such as restricting a network port or path when bidirectional communications are necessary.

- **Build a defendable environment.** To limit damages due to breaches of the network, this step calls for segmenting networks into smaller logical enclaves (virtual LANs), restricting host-to-host communications paths, and using a secure means for data transfer from control networks to business networks.

- **Manage authentications.** Since adversaries seek to gain control of legitimate credentials, this step aims to limit this illegitimate access. Key steps include implementing multifactor authentications when possible, granting users the fewest privileges required to complete duties, enforcing strong password management policies, and not sharing authentication servers between ICS and business networks when centralized authentication is used.


\textsuperscript{68} DHS, \textit{Seven Steps to Defend ICSs}, 2–5.
Implement secure remote access. To counter adversarial attempts to gain unauthorized access to ICSs, this step aims to remove remote access wherever possible. Important actions include limiting any access that remains continuously, implementing read-only access using hardware-type unidirectional network devices, requiring remote access to be time limited and controlled by operating personnel, applying the same remote access paths for vendors and employees, and using two-factor authentication with different types of tokens.

Monitor and respond. In the modern cyber operating environment, active monitoring is essential. This step recommends monitoring Internet Protocol traffic on ICS boundaries and within the ICS networks, using host-based security solutions to detect malicious software, reviewing login activities to detect stolen credential usage, monitoring changes in access controls, and establishing a sound response plan.

Regarding current threats and vulnerabilities, and the corresponding security measures to mitigate them, various organizations worldwide—including cybersecurity authorities, computer emergency response teams, computer security incident response teams, ICS vendors, and security companies—are continuously issuing advisories, warnings, alerts, and reports. ICS operators and system integrators can stay up to date on evolving cyber threats and appropriate security measures by referencing these documents.

Risk Management for ICS Cybersecurity

The process of risk management is a fundamental task to achieve cybersecurity because it can identify assets that are exposed to risks, assess the level of these risks, implement appropriate measures commensurate with the levels of risks, and continuously monitor and manage the effectiveness of these mitigation steps. When considering risk management practices for IT systems in general—not ICSs in particular—perhaps the most authoritative standard document is Information Security Risk Management (ISO/IEC 27005). This document supplements Information Security Management Systems—Requirements, the international standard for establishing,
implementing, operating, monitoring, and maintaining IT security. As depicted in *Information Security Risk Management*, the general risk management process consists of five essential steps, which are outlined below.

- **Context establishment.** This step involves preparation activities, such as setting basic criteria, defining the scope, and establishing a risk management team. The basic criteria include risk evaluation criteria (how to evaluate risks), impact criteria (how to measure impacts), and risk acceptance criteria (thresholds for a desired target level of risk).

- **Risk identification.** This stage begins with the identification of assets, to include hardware, software, data, information, systems, and process. Then it proceeds with identifying the following information: threats to these assets, existing countermeasures, vulnerabilities that threats can exploit, and potential consequences or damage that could result.

- **Risk analysis.** This step can be performed in varying degrees of detail. Its methodology can be qualitative—the magnitude and likelihood of an incident are described as low, medium, or high—or quantitative, which uses numerical values rather than descriptions. A combination of likelihood and consequence determines the level of risk for each incident.

- **Risk evaluation.** This stage helps determine whether risk treatment activities should be carried out for each risk and prioritizes the activities in order of risk level.

- **Risk treatment.** There are four options available for risk treatment. First, risk modification looks to implement security measures to mitigate risks to an acceptable level by referencing a set of standards and best practices. Next, risk retention accepts risks only when the consequences are negligible or within a range of tolerated outcomes. Third, risk avoidance leads stakeholders to change conditions or cease activities that encounter risks. Finally, risk sharing employs methods like insurance to prepare for residual risks that remain.

*Information Security Risk Management* recommends organizations perform the risk management process iteratively, starting from an initial high-level assessment to succinctly identify the most critical risks with a broader view.

---

Organizations should then perform a detailed assessment that comprehensively analyzes assets, vulnerabilities, threats, and consequences in the second iteration and beyond. Furthermore, organizations should perform risk management regularly, given the evolving nature of the modern security environment. See the thorough explanation of the risk assessment and management process outlined in chapter 13.

**Risk Assessment Methodology for ICS**

In 2020, the International Electrotechnical Commission published the international standard for ICS risk assessment—*Security Risk Assessment for System Design* (IEC 62443-3-2)—and adopted it as part of the broader *Security for Industrial Automation and Control Systems series*. A key concept in *Security Risk Assessment for System Design* is the consideration of ICS zones and conduits. A zone is a collection of logical and physical assets posing the same characteristics from the perspective of security requirements, criticality, and logical and physical relationships. A conduit is a logical grouping of communications channels that have the same security requirements, and each conduit represents the connection between two or more zones.

Another distinguishing aspect of IEC 62443-3-2 is that it utilizes the concept of security level (SL)—a measure of confidence that the ICS is free from vulnerabilities and is functioning as intended—to assist organizations in identifying required security measures. Derived from the international standard *System Security Requirements and Security Levels* (IEC 62443-3-3), a standard practice is to assign a label to each security measure ranging from SL1 (basic security) to SL4 (most sophisticated security). After assigning these labels, organizations then use them to identify recommended security measures commensurate with their target level of protection. For example, as for the security requirements related to “system log storage capacity,” IEC 62443-3-3 suggests that using a storage with sufficient capacity would be just sufficient for SL1 and that a warning function against low disk space should be added to achieve SL2 or above.

Similar to the iterative approach used in *Information Security Risk Management*, the ICS risk assessment process outlined in IEC 62443-3-2 is also divided into two levels, namely, initial risk assessment and detailed
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risk assessment. The process for ICS risk assessment consists of seven steps, which are described below and illustrated in figure 14-2.

- Identification of system under consideration (SUC). Step 1 identifies the SUC, including identification of the ICS boundary, access points, and all ICS assets.

- Initial risk assessment. Step 2 identifies the worst-case scenarios by assuming the likelihood of occurrence to be 100 percent certain. The purpose of the initial assessment is to identify and prioritize the areas for detailed assessments.

- Partitioning of the SUC into zones and conduits. Step 3 includes a grouping of ICS assets based on the initial assessment results so that assets with the same characteristics are grouped into the same zones. Organizations are recommended to group unordinary devices (such as wireless devices and devices connected to external networks) into separate zones because they require special care.
Risk comparison. In Step 4, organizations determine if an additional detailed risk assessment is required for the SUC (or part of it) by comparing the initial assessed risk to the level of risk the organization can tolerate. If the assessed risk exceeds the tolerable risk, then the organization should perform a detailed risk assessment.

Detailed risk assessment. Step 5 builds on the previous steps and goes into greater examination of the system, using a series of micro-steps. Here, organizations (1) identify all threats that could affect the assets within the zone or conduit, (2) identify areas in which assets are vulnerable to these threats, (3) develop a worst-case estimate of potential impacts, (4) estimate the likelihood of such incidents occurring, (5) assess the level of risk for each threat, (6) compare the assessed risk to the tolerable risk to determine whether to accept, transfer, or mitigate the risk, (7) assess residual risks that remain after applying mitigation measures, and (8) identify additional measures when the residual risks exceed the tolerable risks.

Documentation of security requirements, assumptions, and constraints. Step 6 is about documenting all the findings from previous steps. The cybersecurity requirements specification contains the description of mandatory security measures as well as details of the SUC, zones and conduits, threat environments, organizational policies, and tolerable risks.

Asset owner approval. At the final step of each iteration of risk assessment, asset owners in charge of the safety and reliability of control processes review and approve the result.

**Detailed Risk Assessment Approach**

Since it provides an in-depth understanding of the nature of risks, a detailed approach to risk assessment is at the heart of managing risks to ICS and securing them more effectively. The risk assessment process requires an organization to estimate the likelihood of a threat and impacts of potential incidents for every pair of assets and threats. This process can be tedious and consume time and resources because it requires tremendous effort to have meaningful and valid results.
Qualitative or descriptive measures such as high, medium, and low can be used in estimation; however, they still require a detailed guideline to reduce subjective and ambiguous judgments as much as possible. Moreover, the impact has multiple attributes, requiring in-depth review from various perspectives, such as an outage of service, loss of process accuracy, and the impacts on health, safety, and environment. Once the organization estimates the maximum potential magnitude of impact and its likelihood for every asset-threat pairing, the organization can then determine the level of risk.

Qualitative analysis, on the other hand, uses simple mapping logics to determine the risk level. For instance, the risk is high if the likelihood and impact are both assessed as high. These logics are generally expressed in a matrix, called the risk matrix, with rows representing qualitative values for likelihoods and columns representing qualitative values of impacts. Quantitative analysis uses numerical metrics (such as annual loss expectancy), which is the monetary loss amount multiplied by the probability of occurrence. The measurement and assessment of risks serve as a basis of deciding which risks to prioritize in order of importance.

**Scenario-based Approach for Security Baseline**

For organizations with no experience or expertise in detailed risk assessment, the scenario-based risk mitigation approach may be helpful as a starting point toward developing more robust and effective ICS cybersecurity. This approach considers past incident cases or potential scenarios to identify required security measures to prevent such incidents from occurring. It can also be used to assess the effectiveness of the current security posture with relatively less time and resources.

Under the scenario-based approach, an organization first needs to identify assets, zones, and conduits within the ICS, and then build a catalog of threat scenarios applicable to them. To build a quality catalog of threat categories, organizations can compile incident reports and security warnings or advisories from various sources. Then, the organization should identify required security measures by referencing best practices and standards or by brainstorming with relevant stakeholders and experts. The next step is to evaluate the feasibility of the identified security measures. When any specific security measure cannot be implemented due to budget or technical restrictions, the organization should seek alternative or compensating controls (such as adding manual control procedures or physical controls).
The key advantage of the scenario-based approach is that no additional analysis skills are required for risk mitigation, so organizations can complete this type of assessment more quickly than a detailed risk assessment. The main disadvantage, however, is that some important risks could be overlooked, especially those risk scenarios that have not occurred elsewhere and thus are not considered as being in the realm of possible.73 Another disadvantage is that there is little justification for chosen security measures from the viewpoint of cost-effectiveness because this approach does not consider the impact and likelihood of incidents. A robust catalog of threat scenarios could reduce these shortcomings to some extent.

When building a catalog of threat scenarios, Allies and partners may find the MITRE Corporation’s Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) for Industrial Control System (ICS) quite helpful as a tool and guide.74 MITRE started building the ATT&CK for IT systems in 2013 and it is now widely accepted as a framework for documenting and analyzing tactics and techniques used by cyberattackers. MITRE’s ATT&CK for ICS, launched in 2020, contains details of 78 attack techniques that threat actors employed in the wild along with corresponding mitigation measures organizations can take to enhance their cybersecurity posture. Another valuable source of information is the Top 10 Threats and Countermeasures for ICS, which the German BSI began publishing in 2014 to highlight the most severe but common cyber threats and outline appropriate security measures for organizations to adopt.75

**Defending against Cyberattacks: Looking to the Future**

The steps critical infrastructure owners and operators take to manage security risks and threats in their respective operational environments are vital to achieving cybersecurity. Their governments should also play a proactive role to build resilience and prepare for potential cyberattacks at both the national and international levels. The following section discusses the important efforts governments should undertake.


National-level Efforts for CISR

To varying degrees, national governments conduct cybersecurity governance activities through central ministries or authorities and develop and update their respective cybersecurity strategies that stipulate necessary measures to protect critical national infrastructure. In 2016, ENISA published a list of good practices through a detailed analysis of various governance activities across 15 EU member states. Some of the key practices that the report recommends EU member states adopt are listed below.76

- Partnerships with private stakeholders. As private companies manage many critical infrastructure systems and assets, it is essential to have a strong partnership between the government and the private sector in an institutional form, such as a national critical infrastructure protection committee or advisory meeting. See chapter 11 for its recommendations for public-private partnerships.

- Information-sharing scheme. Cyber threat information should be disseminated to all relevant government agencies and private critical infrastructure operators through preestablished information-sharing schemes. These established procedures allow relevant stakeholders to obtain up-to-date information promptly and take appropriate security measures.

- Develop the community of computer security incident response teams. Establishing the institutional foundation for cooperation among public and private response teams can lead to mutual benefits, such as increased knowledge and more efficient allocation of resources.

- Risk assessment. The government should guide and support private operators to identify risks and implement security measures as requested.

- Cyber crisis management. Cyber crisis management should include the definition of roles and responsibilities, and decision-making procedures between relevant stakeholders.

---

Comprehensive legal framework. Countries should have laws and regulations pertaining to securing critical infrastructure that stipulate the mandatory requirements for implementing essential security measures and notification of cyber incidents.

All of the steps listed above are important, but the most vital practice is information sharing. Private operators generally do not want their incidents to be disclosed to the public, while national and military intelligence agencies typically are reluctant to share their confidential information with the private sector. To overcome this problem, it is necessary to build trust that the shared information will never be leaked to other parties. The government should establish a formal information-sharing policy, including a sanitization process to remove sensitive content when disseminating information from a specific operator to other operators. Additionally, signing a nondisclosure agreement between parties can also build trust. For an in-depth discussion on helpful information- and intelligence-sharing practices, see chapter 11.

For effective and efficient dissemination of information, the government should use IT-based communications means. Depending on the size of the country, there may be thousands of critical infrastructure facilities, making the timely dissemination of threat information to all owners and operators almost impossible with manual handling procedures. In most situations, information technologies provide a more efficient and timely venue for multidirectional information sharing between the government and all relevant stakeholders. There are two examples of such programs used in the United States: the Homeland Security Information Network (HSIN) and the Automated Indicator Sharing (AIS), operated by the DHS and the CISA, respectively. The HSIN is an information portal for trusted information sharing between federal, state, local, international, and private-sector partners. In contrast to the HSIN, the AIS is a real-time automated dissemination mechanism that sends machine-readable cyber threat indicators of compromise—artifacts observed on a network or operating system that indicate a cyber intrusion—to the participants of the AIS community. Examples of these indicators include Internet Protocol addresses, domain names of C2 servers, and hash values of malware.

Beyond the recommendations in the ENISA report, two additional best practices are the use of cyber exercises and supply-chain security.

Since critical infrastructure systems and sectors are highly interrelated, an attack on a particular facility can affect other infrastructures rather than simply being confined to the initial target of the attack. In particular, attacks against the lifeline sectors (such as electricity and telecommunications) may affect all other sectors. To prepare for national-level cyber crises, the government should host exercises regularly with all relevant stakeholders. These exercises should include the procedures of decision making and communications across all government areas as well as the procedures for individual operators to respond to cyberattacks and report them to the government. *Cyber Storm*, which focuses on cyberattack crisis management, is the largest cyber exercise in the United States. 79 Similarly, *Cyber Europe* is a large-scale cyber exercise that tests procedures, communications, and decision making at the EU level. 80

Supply-chain security is a relatively new area of concern. The supply chain of hardware and software used for critical infrastructure should be protected against intentional and accidental modification that could be incurred during entire life cycles of products, including development, delivery, and maintenance. Malicious interference by a nation-state in cooperation with manufacturers located in its territory—by implanting a backdoor within IT/OT components, for example—is incredibly difficult to discover. Moreover, criminal or terrorist groups can also cause harm to IT/OT components by infiltrating manufacturers’ development environments to modify source codes. Therefore, the government should establish a framework to screen the trustworthiness of manufacturers and ensure the security of products for their entire life cycles.

**International-level Efforts for CISR**

International cooperation is also essential to protect critical infrastructure because of the borderless nature of cyberspace. It is almost impossible for a single country to thoroughly analyze cross-border attacks and block further ones because attacks generally take place over multiple stages across several countries. Moreover, one country may possess intelligence that another country does not have. A complete analysis, investigation, and attribution of an attack thus require close international cooperation. Ideally, all government agencies involved in securing critical infrastructure (such as the national cybersecurity authority, national and military intelligence
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agencies, cyber commands, law enforcement agencies, and computer security incident response teams) should have close international cooperation channels with relevant counterparts in foreign countries. Multilateral treaties or agreements—like the Convention on Cybercrime of the Council of Europe, also known as the Budapest Convention—can play a crucial role since all members would be obliged to cooperate without having to make separate bilateral agreements with each other.81 The Budapest Convention, currently signed by 66 countries, is the international treaty on cybercrimes to obtain a series of powers and procedures required for law enforcement. Article 23 of the convention stipulates that international cooperation is to be provided among participants to the widest extent possible.

Likewise, participating in international malware information-sharing platforms (MISP), such as the MISP sponsored by NATO and the EU, will provide the participating countries with up-to-date global threat information and relevant indicators of compromise on a real-time basis.82 MISP is an open-source information-sharing platform developed by a team of cybersecurity experts from the Computer Incident Response Center in Luxembourg, the Belgian Ministry of Defense, and NATO. MISP can share, store, and correlate indicators of compromise, threat intelligence, vulnerability information, and even counterterrorism information.83 Allies and partners may also consider participating in HSIN and AIS, as access can be granted to non-US entities under certain conditions.

Areas for international cooperation are not limited to exchanging threat information, sharing intelligence, and supporting investigations. Instead, it should include exchanges of various cybersecurity know-how and best practices, such as lessons learned from certain types of cyber incidents, detailed information on technical cybersecurity measures, policies for securing supply chains against cyber threats, and tools for assessing an organization’s cybersecurity level. As countries exchange such information and provide technical support and consultation to one another, if requested, their cooperation will help build common capabilities to achieve cyber security, defense, and resilience at sufficient levels to secure critical national infrastructure. International cooperation is of paramount

importance in general, but especially for EU member states, because many
European critical infrastructure sectors and systems are interconnected.
The European power grid as well as oil and gas pipelines are two key
examples of this connectivity. An incident in one country may affect other
countries, potentially leading to a cascade effect. See chapter 12 for more
detail on the nature of dependencies and interdependencies among critical
infrastructure sectors.

Conclusion

This chapter provided a brief overview of the characteristics of ICSs,
major cyber incidents against ICSs, essential cybersecurity measures, and risk
management methodologies. Cyber incidents against critical infrastructure
continue to occur due to inadequate security management practices,
system misconfigurations, and human errors. Since critical infrastructure
plays an important role in social well-being and national security,
operators should maintain a sense of mission to cybersecurity, keep vigilant
against cyberattacks and incidents, and make continuous efforts to strengthen
the systems.

Governments should also make tremendous efforts to protect their
critical infrastructure by establishing mandatory security requirements
for critical infrastructure, ensuring owners and operators comply
with these requirements, and providing security advice as needed.
In addition, governments should be transparent about security matters and
promptly share threat information with the critical infrastructure operators.

Government organizations, security companies, and manufacturers have
different capabilities and specialities. It is, therefore, necessary to create
an institutional cooperation mechanism (such as a public-private critical
infrastructure security council and a joint cyber response team) so stakeholders’
unique capabilities can be integrated at the national level. Each country
should also build trust with international partners and actively share
information and intelligence. This cooperation will allow like-minded
countries not only to detect, prevent, and investigate attacks in a timely
manner, but also to build a framework for international collaboration
in which they can work together to improve cybersecurity and resilience,
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determine attribution for cyberattacks, and take harmonized actions against threat actors who perpetrate them.
The North Atlantic Treaty Organization describes *crisis management* as the “coordinated actions taken to defuse crises, prevent their escalation into armed conflict and contain hostilities if they should result.” As such, crisis management is an essential component of the Alliance’s Strengthened Resilience Commitment announced in June 2021 as part of the NATO 2030 initiative. Integral to this commitment is the philosophy of Article 3—Allies’ individual and collective capacity to resist armed attack—and NATO’s ability to fulfill its three core tasks of collective defense, cooperative security, and crisis management. This commitment reemphasizes that resilience within NATO member states and partner countries is both a “national responsibility and a collective commitment.” Specific to critical infrastructure, the official announcement of NATO 2030 also references increasing efforts to “ensure the resilience of our critical infrastructure (on land, at sea, in space and cyberspace) and key industries, including by protecting them from harmful economic activities.”
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4. “Strengthened Resilience Commitment.”
Within the overall construct of resilience and NATO’s comprehensive approach to its core missions, however, is the Alliance’s current philosophy of crisis management keeping up with mainstream developments in contemporary crisis management and thought leadership? More importantly, within the construct of critical infrastructure security and resilience (CISR) efforts, is the NATO 2030 approach to crisis management still fit for purpose or could it be improved to meet the future challenges of interconnected critical infrastructure systems?

In response to these questions, this chapter will examine the broad issue of crisis management within the context of CISR programs at the Alliance’s organizational level and among its Allies and partners. For example, how does crisis management fit within the broader concept of resilience and therefore CISR? The chapter will also explore how effective CISR measures can be improved further by developing and implementing robust crisis management structures and processes. Therefore, it is important when considering CISR and crisis management to focus on the role that critical infrastructure plays within NATO, its member states and partner nations, and the potential impacts or consequences to NATO operations that can arise if critical infrastructure services are hindered or otherwise unavailable. Finally, the chapter will review new developments and emerging themes in resilience and crisis management, and offer suggestions for how NATO could better align its activities in this discipline to support NATO 2030.

**Critical Infrastructure**

As chapter 1 outlined in the beginning of this book, NATO Allied Command Operations defines critical infrastructure as “a nation’s infrastructure assets, facilities, systems, networks and processes that support the military, economic, political and/or social life on which a nation and/or NATO depends.”\(^5\) This definition presents three different subcategories of critical infrastructure—critical national infrastructure, mission-vital infrastructure, and key infrastructure—to communicate the importance of these facilities or services to national security and/or Allied operations.

By its definition, critical infrastructure implies the essential supply of services to a nation-state and its economy, communities, and citizens. It follows, therefore, that any disruptive event that adversely affects critical infrastructure will result in corresponding negative impacts on the continued supply of these vital services. Many modern critical infrastructure facilities
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are highly dependent and interdependent on other critical infrastructure sectors, and they rely upon power, telecommunications, and other services—such as emergency services, law enforcement and potentially local, regional, and state utility services—to function properly and efficiently. See the in-depth discussion of dependencies and interdependencies in chapter 12.

Critical infrastructures are often complex, and over time they have become more resilient to threats, hazards, and risks in general. State and national programs have made progress in enhancing security of critical national infrastructure assets and increasing their resilience to incidents, emergencies, and crises. Each sector, however, tends to build its resilience in isolation rather than holistically—a practice driven in part by those sectors subject to state regulation.

Why Is Crisis Management and Response Important?

Since it provides services that impact modern life and national security, critical infrastructure is economically important to NATO member states and partner nations and to the citizens who rely on these services. Critical infrastructure may be owned either by a state or by a corporate entity in the private sector. In many cases, the state regulates or governs critical infrastructure in terms of how it operates, what it produces, or what prices it charges for the good and services it delivers. Therefore, chief executives, board members, and company directors of a critical infrastructure facility may answer to outside entities such as the state, government departments, regulators, or investors.

Depending on the nature of the critical infrastructure or the sector in which it operates, there may also be international treaties or other multilateral agreements or conventions that govern how the organization or facility should maintain services, safety, and security obligations. Such treaties and conventions also place similar obligations on critical infrastructure owners, managers, and operators, beyond their traditional roles and responsibilities. Directors and board members may well have fiduciary duties to manage organizations effectively and efficiently, including crisis management and response plans when things go wrong.
Incidents, Emergencies, and Crises: What Is the Difference?

The terms incident, emergency, and crisis are often used erroneously as interchangeable or synonymous words to describe an event that occurs or a scenario that unfolds. Although different, each of these terms is used to explain negative or unwelcome consequences. Incidents, emergencies, and crises can bring about not only negative consequences, but they can also sometimes provide positive outcomes or opportunities for organizations.

Academics have long written about crises and crisis management and developed definitions for what constitutes a crisis. NATO, however, does not have an agreed or published definition of a crisis. If NATO and its member states and partners are to develop crisis management structures and processes, then it is vital to share a common understanding of the term crisis. Specifically, what types of scenarios are the Alliance, member states, and partner nations seeking to manage, and how can these events—whether they are incidents, emergencies, or crises—be managed or resolved and their consequences be mitigated or minimized? Is there a one-size-fits-all solution that could manage all events?

The academic literature offers multiple definitions of what makes a crisis. Based on his extensive literature review, Patrick Lagadec describes the anatomy of a crisis as a combination of uncertainty, unknowns, the unthinkable, the unimaginable, and the unforeseeable. Steven Fink defines a crisis as “an unstable time or state of affairs in which a decisive change is impending—either one with the distinct possibility of a highly undesirable outcome or one with a distinct possibility of a highly desirable and extremely positive outcome.” Another definition describes a crisis as “a damaging event or series of events that display emergent properties which exceed an organization’s abilities to cope with the task demands that it generates and has implications that can effect a considerable proportion of the organization as well as other bodies.” Denis Smith and Dominic Elliott explain further how crises can manifest or are triggered by internal or external incidents that expose an inherent latent vulnerability embedded with the organization. These definitions are only three among a myriad of others offered in the

---

academic literature, but Lagadec suggests personnel responsible for responding to, and managing, a crisis need a more practical, less theoretical description.\(^9\)

Therefore, in search of a more practical and real-world definition that suits the needs of readers, table 15-1 offers the following definitions based on published crisis management guidance and best practices in the United Kingdom.\(^10\)

<table>
<thead>
<tr>
<th>Incident</th>
<th>An adverse situation that might cause disruption, loss or emergency, but which does not meet the organization’s threshold, or definition of, a crisis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency</td>
<td>An incident that requires an immediate response to minimize loss of life or serious injury/harm; or serious damage to property.</td>
</tr>
<tr>
<td>Crisis</td>
<td>An inherently complex, abnormal and unstable situation that due to its scale, duration and impact threatens the organization’s strategic objectives, operations, reputation or viability, or has strategic implications for the organization.</td>
</tr>
<tr>
<td>Crisis management</td>
<td>The developed capability of an organization(s) to prepare for, anticipate, respond to, and recover from crises.</td>
</tr>
</tbody>
</table>

These definitions are more likely to be understood by owners and operators of critical infrastructure. Additionally, the definition of crisis management here is more appropriate and relevant to critical infrastructure than the NATO definition mentioned at the beginning of the chapter. The commitment to strengthen resilience, which undergirds NATO 2030, envisions a broad approach working across the “whole of government, with the private and non-governmental sectors, with programmes and centres of expertise on resilience established by Allies, and with our societies and populations, to strengthen the resilience of our nations and societies.”\(^11\) Given the Alliance’s pursuit of the NATO 2030 initiative, understanding crisis management exclusively in terms of armed conflict and other hostilities may no longer be appropriate or optimal, especially in when considering the various physical, cyber, and hybrid threats outlined earlier in chapters 2–4. Therefore, NATO 2030 presents an opportunity to renew the Alliance’s

---

9. For additional information, see Lagadec, Preventing Chaos in a Crisis.
11. “Strengthened Resilience Commitment.”
efforts to develop greater resilience and update how it views and exercises civil-military cooperation and crisis management.

The definitions in table 1, based on a NATO member state’s government-sponsored standards, may prove helpful and useful in supporting NATO 2030. Developed as a result of learning from the experiences of managing complex, interconnected, and interdependent crises over a long period of time, they represent a modern and refreshed approach to resilience and crisis management.

It is also beneficial to examine the nature of crises so that when critical infrastructure stakeholders and decisionmakers face such events, they understand the typical characteristics of a crisis and are better postured to respond effectively. Table 15-2 highlights the unique nature of crises by contrasting them with incidents or emergencies on the basis of six characteristics.12

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Incidents/Emergencies</th>
<th>Crises</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictability</strong></td>
<td>Generally foreseeable and managed with predetermined response or contingency plans</td>
<td>Often rare, unpredictable, and inherently complex and unstable</td>
</tr>
<tr>
<td></td>
<td>The timing, extent, type of incident, and its impact is variable and unpredictable in terms of detail</td>
<td>May escalate from the mismanagement of events</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pose strategic challenges that threaten an organization's survival</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do not respond to emergency plans and predetermined responses</td>
</tr>
<tr>
<td><strong>Onset</strong></td>
<td>Can occur suddenly with little or no notice</td>
<td>Can occur suddenly with little or no notice or warning</td>
</tr>
<tr>
<td></td>
<td>May emerge over time due to a gradual failure or latent defect in systems and processes</td>
<td>Can form a rising tide event linked to an incident that escalated and now presents organizational threats and strategic challenges</td>
</tr>
<tr>
<td></td>
<td>Sometimes indicators and warning of an issue can be monitored and recognized as a potential trigger or actual problem</td>
<td>May manifest due to latent unresolved issues or systemic faults in the organization</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Present unparalleled reputational challenges to the organization</td>
</tr>
</tbody>
</table>

### Table 15-2 (continued). Differences between crises and incidents or emergencies

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Incidents/Emergencies</th>
<th>Crises</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Urgency and pressure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration of the event and requisite response are usually short-lived</td>
<td>• Require greater sense of organizational urgency and strategic attention</td>
<td></td>
</tr>
<tr>
<td>Timely resolution prevents an incident from exposing longer-term or malign impacts of the organization</td>
<td>• May manifest over weeks, months, or longer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Organization must work for a longer period to mitigate and minimize impacts</td>
<td></td>
</tr>
<tr>
<td><strong>Complexity: Scale, duration, and impacts</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often occur with relative frequency so that they are understood and predictable</td>
<td>• Can transcend organizational and territorial boundaries</td>
<td></td>
</tr>
<tr>
<td>Organizations often have predetermined plans and response mechanisms that can be implemented</td>
<td>• Have potential and propensity to disrupt multiple organizations or different sectors (government, private sector, or communities)</td>
<td></td>
</tr>
<tr>
<td>May have wider impacts on occasion</td>
<td>• Often associated with uncertainty and little, imprecise, or ambiguous information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• True extent and impact may not be known immediately</td>
<td></td>
</tr>
<tr>
<td><strong>Reputation: Media scrutiny and public outcry</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mostly positive and supportive when dealt with robustly and professionally and resolved speedily</td>
<td>• Create intense, sustained public attention and media interest</td>
<td></td>
</tr>
<tr>
<td>Can be negative even if they are resolved successfully</td>
<td>• Continued, negative coverage has the potential to harm an organization’s reputation</td>
<td></td>
</tr>
<tr>
<td>Adverse coverage can escalate them into an organizational crisis</td>
<td>• Social media and “citizen journalism” may increase inaccurate reporting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Post-event inquiries, hearings, or trials may prolong media interest</td>
<td></td>
</tr>
<tr>
<td><strong>Resolution: Manageability with existing plans and procedures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often resolved using predetermined plans, procedures, and response arrangements</td>
<td>• Seldom resolved using conventional, predetermined plans and procedures due to their inherent complexity, instability, infrequency, and unpredictability</td>
<td></td>
</tr>
<tr>
<td>May include activities to preempt an incident as well as mitigation, and recovery</td>
<td>• Require flexible and innovative strategic command and control over sustained period of time</td>
<td></td>
</tr>
<tr>
<td>In most cases adequate resources are available</td>
<td>• May require more resources and over a longer period</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Response should achieve strategic objectives of all organizations involved</td>
<td></td>
</tr>
</tbody>
</table>
Based on the characteristics outlined in table 15-2, it is clear crises are more complex and challenging in terms of their nature and the steps required to respond to them effectively. Figure 15-1 combines parts of different crisis management models to provide a pictorial representation of the anatomy of a crisis and the subsequent response phases.

As figure 15-1 illustrates, the initiating event or trigger starts the response process, but the event could be a slow burn or incremental event rather than one with a sudden impact. The diagram represents a general depiction to illustrate the key phases of a crisis. Achieving consolidation and control over a crisis could take time—a point made all too clear during the outbreak of the COVID-19 pandemic—and would be prolonged further by the public inquiries and hearings that would likely follow.

With this foundation established for understanding the nature of a crisis, it is now appropriate to consider the elements of responding to and managing a crisis. In a helpful framework, Fink identifies the four key stages in crisis management, explained in further detail below. 13

- Prodromal crisis stage. This is the warning stage, sometimes referred to as the pre-crisis stage. There is not always a pre-crisis stage, as there are times when a crisis arrives without any warning. If there is a warning, however, and
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it is missed, then the next stage is possibly the first indication that an organization is in a crisis. In figure 15-1, this stage roughly equates to the events preceding the initiating event and the trigger event itself.

- Acute crisis stage. This stage is sometimes described as the “point of no return” because if an organization has not reacted during the early warning stage, then it has lost that opportunity. The organization may be able to control some aspects of the crisis, however, by implementing mitigation or damage limitation measures. The acute stage is synonymous with the activation stage, initial and follow-on response phases, and the consolidation phase in figure 15-1.

- Chronic crisis stage. This is the phase in which the investigations, inquiries, and post-event reviews take place, often leading to either recriminations and assigning blame or to acknowledging successes and opportunities.

- Crisis resolution stage. This stage generally reflects the resolution of the crisis and, if successful, it should be as close to the prodromal phase in terms of time. This stage signifies the organization has recovered from the event.

Therefore, if a crisis cannot be managed by predetermined plans and procedures or does not lend itself to successful resolution by applying such measures, then it demonstrates the need for a different crisis management construct. Indeed, a crisis management capability is required. Figure 15-1 as a simplified model is consistent with Fink’s framework and answers Lagadec’s call for a less theoretical description of crisis management. The key elements of effective crisis management are early warning, an effective strategy, good communication, leadership, and swift decision making.

**Developing Crisis Management Capability**

During the past decade, many countries have adopted a framework similar to the UK concept of integrated emergency management to develop their respective national resilience programs. Based on potential threats, hazards, and risks, this concept embraces six stages: (1) anticipation, (2) assessment, (3) prevention, (4) preparation, (5) response, and (6) recovery.
management. In many ways, this doctrine and approach can be applied to building a crisis management capability, though the capability outputs are different. Rather than developing incident and emergency response plans as the products, applying this process in a similar manner assists in developing a crisis management framework. This framework, in turn, helps establish a management structure and process to manage crises effectively. NATO, as an institution, and the armed forces of its member states, in general, are well versed in the concept and practice of developing capability and capacity. Capability development in crisis management can follow established, recognized good practice in developing capability requirements, identifying capability gaps, and determining the key steps required to build capability and capacity.

Figure 15-2 provides NATO, its member state governments, and private-sector entities (including owners and operators of critical infrastructure) with a proven crisis management framework. Based on the previous examination of the nature of a crisis in table 15-2, this framework does not include the prevention stage found in the six-step concept of integrated emergency management because crises can seldom be prevented. The framework provides an iterative model that suggests continuous improvement to the extent that organizations should always learn from experience. The remainder of this section will discuss each phase or stage of the framework.
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Anticipate and Assess

These first two stages in the crisis management framework require an organization (such as NATO, its member states, and partner countries, or critical infrastructure owners and operators) to acknowledge and understand the causal relationships between its strategic objectives, risk management, and identified challenges to the organization. In effect, the organization should have a well-defined and developed risk register. It is likely most Allies or partners have already established a register similar to a National Risk Register (NRR), including a list of identified and assessed risks to the state. The failure to develop a reliable and meaningful appreciation of risk means the organization will be inevitably prone to failure if a crisis occurs.

Typically, an all-hazards, all-threats approach would be appropriate and allow a government to consider the full range of potentially disruptive events it could face. See the discussion of an all-hazards, all-threats approach in chapter 2. This process of anticipation includes identifying risks, assessing likelihood or probability of occurrence, understanding the immediate impact, and extrapolating the impact to understand the longer-term consequences. As part of an organization’s risk assessment methodology, there should be a well-developed, rigorous, and demonstrable horizon-scanning process, together with active early warning, that ensures the organization recognizes an identified risk at an early stage.

Horizon scanning provides Allies and partners with a useful tool to assist in the development or updating of a National Risk Assessment (NRA). Global events and crises may trigger or initiate the process of an organization asking itself to what extent it is prepared if such a crisis occurred. To develop NRRs and the NRA, governments typically build multidisciplinary teams, assisted by relevant subject-matter experts according to the topic. In the case of malicious threats, it would be prudent to include national security, intelligence, and law enforcement agencies in the process. Risk registers are built from the bottom up, effectively incorporating the risks organizations and departments face at different levels of government. States then compile and assess the risk registers at a national level to form the NRR and identify the top-tier risks that should be included as the foundation for the NRA. The NRRs and NRA form the basis of developing an early warning system to identify the emergence of any of the top-tier risks, aiming to respond to them before they manifest in a crisis.
Prepare

The emphasis in the preparation stage should be to develop generic or specific capabilities to enable an organization to respond to any situation. The so-called “golden thread” running through this stage is the linkage between the risk registers, the NRA (or the private sector, organizational version of it), and the strategic blend of capabilities required for an effective response. Here, a set of national resilience planning assumptions (NRPA) is required. The NRPA—or a similar set of planning assumptions at the organizational, owner, and operator levels of a critical infrastructure—identifies and predetermines a set of parameters against each risk. These parameters may include, for example, estimates of likely fatalities, casualties, damage estimates, and predictions of how long an organization can tolerate a disruption before it causes serious harm or damage. There are opportunities to include financial data (such as estimated costs due to the loss of life, projected losses caused by disruptions and damage, reputational cost, and risk appetite) against each parameter.

This set of planning assumptions, supported by data in the NRPA (or its equivalent for an organization), informs the characteristics outlined in table 15-2 and will assist in identifying early warning requirements. As mentioned above, the NRPA will also inform capability resource requirements. There are four key elements within this stage: (1) a crisis management plan (CMP), (2) information management and situational awareness plans and processes, (3) crisis management team (CMT) with a clear, accepted structure, composition, and levels of authority, and (4) resilience and capacity within the CMT, including personnel who are well trained, competent, and adequately resourced.

Essential to effective crisis management is the development of an agile, flexible, and current CMP that is concise and well understood by all those who may need to implement it. The CMP should contain key information, to include:

- Authority levels and delegated authorities
- Key CMT staff contact details
- Crisis communications
- Details of how to activate the CMP and CMT
- Information on the organizational crisis response, together with actions to be taken
Logistical details about where the CMT will convene, its aim and objectives, and logistics support in terms of decision logs, and information management and situational awareness templates

One of the key characteristics of a crisis outlined in table 15-2 is the inherent level of uncertainty that forces responders to operate with ambiguous or insufficient information. This lack of information hinders effective decision making. An imperative during any crisis is to provide policymakers and decisionmakers with as comprehensive an information set as possible or to highlight the difference between (1) what information is known, (2) what information is missing or unknown, and (3) what working assumptions are driving decision making until concrete information is available. Therefore, it is critical to develop information requirements early on to assist decisionmakers and ensure when decisions are made the levels of uncertainty are logged.

*Situational awareness* is a term that describes the status of knowledge about the event, which may be based upon the team’s best efforts during a heightened crisis. To resolve a crisis successfully, it is pivotal to generate and maintain situational awareness and achieve levels of shared situational awareness among those managing the crisis and those responding to it. There may be many barriers to achieving high levels of awareness because of rapidly changing circumstances, the scale of the crisis, technological limitations, and organizational conflicts and differences. In some cases, subject-matter experts may be required to explain data or national security issues may prevent routine sharing of information. It may be prudent to establish an information cell, a situational awareness cell, or a fusion cell staffed by different agencies working collaboratively to coordinate the collection, analysis, and dissemination of information. See chapter 11 for a discussion on information and intelligence sharing best practices.

**Response and Recovery**

Due to the nature of the crises outlined in table 15-2, it is difficult to prescribe the response to a particular crisis before or while it occurs. Therefore, it is imperative the CMP and CMT are both activated as soon as possible. While there may be some generic first steps or actions that can be implemented right away, the CMT must establish a command center as quickly as possible, generate shared situational awareness, and develop a working strategy. By identifying the issues, making decisions, and assigning or tasking actions, the strategy will be translated into effective
tactical and operational plans. The CMT should record all the decisions made, the actions that were tasked and completed, and key notes from all relevant meetings. As part of the CMP and CMT, an early battle rhythm or operating tempo should be established so that all agencies may report progress and develop shared situational awareness. Paradoxically, the need for quick response and early decision making is often set against a height of uncertainty and lack of information. Delaying decision making and deployment of resources early on in a crisis while waiting for more clarity or certainty to develop, however, will be detrimental to early resolution and recovery.

Strategic planning for an early recovery should be initiated as early as possible. As is often the case during an operation involving multiple government agencies and private-sector representatives, roles and responsibilities change over the duration of managing any incident, emergency, or crisis. Therefore, it is important to include such handover protocols and plans in the CMP.

### Crisis Management Team and Leadership

Effective leadership within the CMT is essential during crisis management. As discussed previously, the CMT will have to mobilize quickly and often at short notice. Due to the nature and characteristics of a crisis, the situation does not present ideal conditions in which leaders can make decisions comfortably. Among the many constraints of a crisis, leaders must negotiate a rapidly developing situation, often with an environment characterized by imprecise or unclear information, ambiguity, sometimes chaos, and a fundamental lack of time to balance caution against delay.

In such an environment, leadership within the CMT is crucial to an effective resolution and recovery following a crisis. Leaders and the CMT will face extraordinary pressure and complexity as they tackle the crisis, but a successful resolution depends on timely decision making and good communications. Indeed, these words ring true: Striking the correct balance is critical. Generally, a workable solution delivered on time is more effective than a perfect solution delivered even a little too late.16

### Training, Exercising, and Learning from Crises

The most effective way to select and develop leaders and the CMT members is through a process of immersive, rigorous, and realistic training and exercising. Organizations should demonstrate a genuine commitment
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to providing the personnel on the CMT with the requisite skills and knowledge to perform their expected duties. The CMP should include a coherent strategy that ensures leaders and the CMT have adequate opportunity to learn, develop, and rehearse the various aspects of the plan. The organization should provide sufficient occasions for repeated training and exercising so the CMT can practice several scenarios, options, and variables to hone their crisis management skills, knowledge, and attitudes. It should be clear that training is for the personnel who serve as leaders and CMT members, while exercising is about rehearsing the plan and interaction with other agencies.

Owners and operators of critical infrastructure, together with those charged with protecting national assets, should appreciate the value of rigorous training and structured exercising in supporting and developing effective crisis management arrangements and plans. Exercises provide a “process to train for, assess, practice, and improve performance in an organization.” Owners and operators of critical infrastructure, together with those charged with protecting national assets, should appreciate the value of rigorous training and structured exercising in supporting and developing effective crisis management arrangements and plans. Exercises provide a “process to train for, assess, practice, and improve performance in an organization.” Effective exercises involve appropriate facilities and entities at local, regional, and national levels to ensure all partners understand, develop, and implement the necessary response plans, including the relevant CMPs. Exercises provide unique opportunities for various response agencies, stakeholders, and local government organizations to validate policies, plans, and procedures while assessing training, equipment, and interorganizational arrangements. This validation and assessment should include systems and processes for developing and implementing information and intelligence-sharing agreements and mechanisms. Intelligence and information sharing among and between partners will assist decision making and ensure effective crisis management by contributing to shared situational awareness.

Properly planned and conducted exercises are a low-cost but high-value investment in relative terms. The process of learning from experience yields many benefits to organizations, and it is essential to incorporate this learning into updated versions of the CMP and renewed guidance to the CMT to ensure continuous improvement. It is also important the owners of the CMP and CMT regularly review post-incident reports and reviews of crises that occur elsewhere. Learning from others’ successes, mistakes, and identified areas for improvement will assist an organization in developing and improving the CMP and CMT.

NATO and Crisis Management

NATO identifies crisis management as one of its fundamental security tasks, and the 2010 Strategic Concept outlines the Alliance’s role in crisis management. As part of its organizational crisis management and response options, NATO can use traditional military means or civil-military cooperation to operate in a myriad of different crises. NATO regularly trains, exercises, and tests its crisis management capability, which it can employ in response to a range of crises initiated by natural or humanitarian disasters or other disruptive events stemming from the political-military realm.

NATO respects the role of sovereign states and does not deploy forces unless it receives political authority to do so. NATO member states and partner nations determine on a case-by-case basis whether to support NATO crisis management operations. NATO also recognizes a military solution alone will not resolve a crisis; rather, a comprehensive suite of political, civilian, and military response options is required to deliver effective crisis management.

Today’s international operating environment is evolving, however, and increasing in complexity, with conflict, ungoverned states, protests, pandemics, climate change, extreme weather events, globalization, natural hazards, and emerging threats among these new dynamics. Against this backdrop, NATO is experiencing greater challenges as the apparent shift in the balance of power globally threatens the international rule of law. Therefore, NATO may find opportunities to strengthen the national capability of its Allies and partners to manage crises on a regional or country basis.

Developments in Crisis Management and Resilience

Owners and operators of critical infrastructure face increasingly complex structures, systems, and components that deliver essential services to critical infrastructure systems. Critical infrastructure sectors are becoming more dependent and interdependent on supply chains and other critical infrastructure sectors. See the detailed examination of these dependencies and interdependencies in chapter 12. As the complexity of structures, systems, and components increases not just in their respective sectors but also within the supply chain, the inherent vulnerabilities increase, as does the potential for a single threat to disrupt several critical infrastructure sectors simultaneously. This tight coupling—a key element of normal accident theory that highlights the vulnerabilities and associated frailties arising from interconnected and interdependent technological advances—
is on the rise in most critical infrastructure sectors. Consequently, previous studies involving high-reliability organizations (HRO) are now being revisited by academics and operators of such organizations. HRO theory explains that the conventional understanding of critical infrastructure fails to recognize the complexity of HROs and advocates for a different approach to security and resilience. The following five principles are typically prominent characteristics of HROs:

- **Preoccupation with failure.** Predominantly highly regulated industries where technical, human, or process failures are addressed, and risk aversion may be high.

- **Reluctance to simplify.** Some industries are complex by nature, such as aviation, transportation, energy, water, and telecommunications.

- **Sensitivity to operations.** With a clear focus on what the organization delivers, this front-line view informs decision making.

- **Commitment to resilience.** The capability and capacity to anticipate the onset of incidents, emergencies, and crises, and to adapt to and overcome them.

- **Deference to expertise.** Recognizing the importance of expertise rather than authority, they use specialists and experts to tackle uncertainty and rapidly changing circumstances and develop situational assessment on the ground.

Within the context of enhancing CISR posture, capabilities, and policies, these five principles may prove quite helpful to NATO as an organization and to its member states and partner nations. This chapter also highlighted the relevance and utility of the United Kingdom’s national standard for crisis management, which Allies and partners may find to be an excellent framework for developing or updating crisis management capability at the local, regional, or national level. Additionally, the chapter advocated the use of exercises to train personnel and validate plans and procedures as a means to enhance CISR in a government or an organization. Allies and partners may find this international standard—published by the International Standards Organization

---


and used by the United Kingdom and other countries—useful for guidance on planning, conducting, and learning from exercises.\footnote{BSI, \textit{Crisis Management}; and BSI, \textit{Societal Security}.}

There has also been a shift within nongovernmental sectors, including critical infrastructure and other regulated sectors, to contend with key issues such as risk management principles, crisis management, asset management, information management, assurance and security, business continuity, reputation management, environmental management, and, increasingly, other forms of regulation. Consequently, there has been an emerging trend and interest in combining some of these disciplines together. The drive by the corporate sector and governments to harmonize or synchronize such disparate but connected and interdependent activities has led to an increased interest in the concept of organizational resilience. \textit{Organizational resilience} is defined as the ability to “anticipate, prepare for, and respond and adapt to incremental change and sudden disruptions in order to survive and prosper.”\footnote{“Organizational Resilience,” BSI (website), n.d., accessed on January 6, 2022, https://www.bsigroup.com/en-US/our-services/Organizational-Resilience/.} At its core, organizational resilience allows an organization to adapt to evolving conditions while retaining its essential values, purpose, and vision. Sometimes, this adaptation means an organization implements response options that it developed prior to a disruption. At other times, it requires the organization to adapt its structures or actions to adjust to new conditions.

Given NATO’s June 2021 announcement of the Strengthened Resilience Commitment, there may be an opportunity for the Alliance to integrate its crisis management doctrine with other essential functions and reinforce this commitment by adopting organizational resilience as a new core task. Additionally, NATO also has a central role in civil-military cooperation (CIMIC), and its CIMIC Field Handbook outlines the defense contribution to resilience and assistance to civil authorities. Together, the focus areas of organizational resilience and CIMIC offer potential next steps for NATO to enhance its collective CISR posture.

\textbf{Summary and Conclusion}

In summary, this chapter has examined the unique aspects of managing a crisis in contrast to conventional incident and emergency management and why those traditional approaches will not resolve a crisis effectively. While the first portion of the chapter presented the various stages and phases of crises and the appropriate responses, the following sections discussed the
key role NATO plays in effective crisis management and the opportunities posed by the Alliance’s recent commitment to strengthen resilience. The chapter also identified new initiatives in developing organizational resilience and revisited previous organizational theories relevant to CISR policies and practices. These concepts, particularly organizational resilience, could help NATO in two significant ways. First, they can improve the support NATO as an institution provides to its member states and partner nations when crises arise or emerge. Second, they can assist critical infrastructure stakeholders among the Allies and partners to enhance security and resilience, which benefits national security and resilience and enables NATO to fulfill its core tasks. In conclusion, crises do not remain static nor does the technology that delivers essential services from critical infrastructure. Therefore, the structures, processes, and thinking that underpin CISR and crisis management need to evolve to counter the threats of disruption countries face today.

Given the announcement of the June 2021 resilience commitment and the work toward an updated Strategic Concept commensurate with the current international security environment, there are key CISR and crisis management opportunities for NATO to pursue. Specifically, NATO should review the development of organizational resilience guidance and the existing crisis management standards to support its Strengthened Resilience Commitment. This review would enable benchmarking of current NATO doctrine to identify areas for improvement in the Alliance’s core task to support member states and partner countries in responding to and managing crises.
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